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FORE WORD

This report summarizes and documents the activities in improving the

capabilities of the AN/GSQ-16 language translation complex performed

under contract AF 30(602)-2617. The. objectives of this contract were

to expand further the linguistic capabilities of the AN/GSQ-16

(Mark II) system by developing a fully operational single-pass bi-

directional translation system, and by augmenting the multipass

dictionary to satisfy the long-range goals as well as to perform

system studies. to increase the ability and effectiveness of the

complex.

Both the bidirectional translation system and the expanded

multipass dictionary were demonstrated during the course of the

year. The results of the system studies are included in this report.

The lexicographic effort of this project were greatly aided

by the assistance of the Aerospace Information Division of the

Library of Congress and the MT group of Syracuse University.

The work at IBM Research was carried out under the direction

of Dr. Gilbert W. King and Dr. Ernest H. Goldman.
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ABSTRACT

This report describes the accomplishments for Qomw 1?62 in the

development of the AN/GSQ-16 language translating cornple XA d.

a greater degree of sophistication in machine translation. This in-

volved studies in linguistic research, conversion to a bidirectional

single-pass dictionary modet and, in its incipient stage, to a multi-

pass mode.

The search and programming techniques developed during the

year, particularly the rapid subtable searching of core memory and

the program for generative grammars, are described along with the

basic linguistic researches into machine translation problems,

compilation of data for the grammatical feature of government in

Russian grammar, and generation of new grammar tables embodying

grammatical analysis and sentence structure determination.

Improvements made, and those contemplated, to machine

components and to the system organization are also reported.

IN
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Section I: INTRODUCTION

1. 1 General

This report is intended to document the improvements in Automatic

Language Translation accomplished during the past year under contract

AF 30(602)-2617, describing in some detail the current status

of the Russian-English MT dictionary, the associated language process-

ing procedures and methodology, and the organizations developed for a

next generation of the AN/GSQ- 16 complex.

The objectives of this contract have been to advance the devel-

opment of the AN/GSQ-16 language processing system primarily through

improvements in the quality of translation. The effort has involved

developing a final organization for the Russian-English MT dictionary

and refining the syntactic and semantic analysis technique, while

exploiting the earlier developments in the Rome Air Development Center

program in machine translation. Specifically, the work has been aimed

at bringing the MT dictionaries to operational status and at developing

an organization for a production system.

1. 2 Background in Machine Translation

The development of an automatic machine translation system, under-

taken by the IBM Thomas J. Watson Research Center under contract

to the U. S. Air Force Intelligence Processing Laboratory, Rome Air

Development Center, has involved a systematic program of research

and development in linguistic theory, language processing techniques,

and system design. A description of the evolution of automatic language

translation from the AN/GSQ-16 Mark I language processing system to

the Mark II, and of the work performed to bring the Mark II system to

its present successful operational status is given in the Final Report

on Computer Set AN/GSQ-16 (XW-2), Contract AF 30(602)-2080, pre-

pared for the Rome Air Development Center, Griffiss Air Force Base,

Rome, New York.
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Concurrent with the development of the Mark II language proc-

essing complex, IBM Research has conducted an extensive program in

lexicon preparation to provide the system with a vast compilation of

Russian stems, endings, full forms, and idiomatic phrases, and their

English equivalents. This lexicon has been extensively evaluated and

improved through the processing of several million words of Russian

text.

In keeping with the evolutionary approach of the Air Force to

machine translation, IBM Research has developed two translation

capabilities for the Mark II system: a new and operational bidirectional'

single-pass translation mode, representing a transitional language

process between the former unidirectional single-pass mode described

in the final report of the Mark I system, AN/GSQ-16 (XW-1), and the

new multipass Sentence Analyzer mode developed under contract

AF 30(602)-2072, and described in the final report RADC - TDR - 62-

105.

Evaluation on a fairly substantial corpus has demonstrated a,

marked improvement of this mode of translation over the unidirectional

mode. Accordingly, during the performance of this contract, the

entire IBM high-capacity MT operational dictionary has been converted

to the bidirectional format and has been randomly tested on large

volumes of text. The results indicate that a useful translation function

has been achieved which will more than adequately serve, in an interim

capacity, until the full capabilities of the multipass Sentence Analyzer

mode are realized.

The program of research and development in language proc-

essing techniques has resulted in significant improvements in the

accuracy, smoothness, and readability of automatic translation, and

has provided a sound base for continued development.

This report describes the tasks that were carriedb out in the,

I' performance of contract AF 30(602)-2617 in connection with the development

ii _ _ _ __ _ _ _ _ __ _ _
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and construction of the Russian Master dictionaries for the bidirectional

single-pass program, the investigation of grammatical analysis routines

to be used in automatic translation of Russian to English, the linguistic

research into machine translation, and the studies of improvements to

the system organization.

1. 3 Description of Tasks

1.3. 1 Applied Linguistics

In the field, of applied linguistics five separate tasks were pursued under

this contract. These were:

Further expansion of the Russian Master Dictionary (RMD).

This task consisted of correcting and modifying the information in the

dictionary, as well as augmenting it with new entries.

Development of the Single-Pass Bidirectional translation system.

This system, which made use of the RMD, was made operational during

the course of the contract. It is capable of translating randomly selected

Russian texts.

Development of the theory of microglossary organization. This

scheme of storing microglossaries makes use of one common dictionary,

and only words which are ambiguous are stored in separate glossaries.

Expansion of Multipass routines. The multipass routines devel-

oped during the previous year were further expanded.to handle more

complex grammatical structures.

Conversion of RMD to Multipass entries. This effort was

directed toward establishing a program capable of converting automatically

the entries in the RMD to the search input state entries and the final pass

and backup entries.

1. 3. 2 Linguistic Research

The label linguistic research has been applied to a set of activities where
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deeper, as yet unformulated, aspects of grammar and notions of gram-

matical theory seem to impinge upon machine translation work. The

activities of this nature that are currently considered to be of critical

interest for machine translation within IBM Research are 1) house-

keeping programs, 2) search strategies, 3) government information

and 4) Russian grammatical studies.

It has become increasingly obvious that only complete control

of sentence elements during automatic recognition procedures can

guarantee success. A program designed to effect this kind of control

is termed here a housekeeping program. Such a program should per-

mit the manipulation and assignment to tree structures of the various

syntactic elements of Russian sentences. It should also be consonant

with the demonstrably most powerful theory of grammar, and it should

be adaptable to a gradually expanding grammatical capability and to

any search strategy. A housekeeping program designed to answer these

demands has been studied and is being elaborated at IBM Research. A

description of its features is included within the body of this report.

A recognition routine seems to be compounded out of a search

strategy and a set of grammatical rules. Given the totality of gram-

matical rules for Russian, in particular, investigators at IBM Research

are working to isolate the problem of a search strategy to determine the

distinctive features of various search strategies, and to determine which

of these strategies may be optimum or to create an optimum strategy.

The concept of government, especially within a highly inflected

language like Russian, embraces countless grammatical facts that can

contribute much to the improvement of Russiari-English MT output.

Even though government information has many deep implications within

the structure of Russian grammar, it seems expedient to gather the

data for simultaneous and/or subsequent study. For this purpose a very

broad program for the mass compilation of government data has been
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outlined in this report. Further study and refinement of this program

is envisioned before the mass compilation is initiated by a group such

as the lexicographers at the Library of Congress.

To ensure the continuing improvement of the existing translation

system, grammatical research •n Russian has been intensified. A

method of study is proposed -Whi'.d:k should lead to the rigorous formula-

tion of sound grammatical rk'ed for the Russian language. Some steps,

at least, have been taken toward the development of a substantial set of

constituent-structure rules for kernel sentences and a fair-sized set of

transformational rules. This ever increasing body of data will represent

a prime source of sound grammatical information for the expanding pro-

duction system.

1. 3. 3 System Organization

At the completion of the Word Analyzer modification, the Mark II.

(AN/GSQ- 16 language processor) had been equipped with the most

powerful data processing capabilities considered applicable to natural

languages. These capabilities have been extensively tested in the

analysis of Russian grammar performed in the machine translation of'

Russian to English.

During this period of test, the new processing procedures were

thoroughly evaluated in regard to effectiveness and efficiency. As part

of this improvement program, the entire system organization has been

reviewed and analyzed with' particular attention being directed toward

those areas where increased efficiency would be desired in a production

model. This study has concentrated on the better utilization of the

core memory (lexical buffer) which has become a central component of

the system. Accordingly, a detailed study and logical design have been

completed which exploit this component in the performance of rapid sub-

table searches entirely within the core memory. An estimate of anticipated

production rates has also been prepared for multipass translation of Russian

to English.



Table 2-2 Intermediate Passes - Sentence Analysis Statistics

Pass Total No. of Total No. of "Control" No. of Searches No. of No. of Searches No. of No, of
No. Entries, Average Table Size Entriei, Avg. No. on "Control" "Additional" on "Additional" Main Dict- Core

No. of Characters in Characters of Characters Entries Entries Entries ionary Table
Per Entry Per Entry Searches Searches

0 100 Entries, 2,.000 100 Entries, 22 - - - 22
20 Char. /Entry 20 Char. /Entry

1 500 , 17,500 70 , 47 430 6 - 53

35 20

i 2 240 9,600 Z4029- Z
40 4029 9

3 1060 ,50,
35 37, 000 25 Z'5 1010 1 1 25

4 400, 400,
35 14,000 35 29 - - - 29

5 180, 180,
35 6,300 35 27 .... 27

6 3.00, 300,
40 12,000 40 24 -- - 24

7 Undefined 33,300 32

8 700, 50,
40 28,000 25 22 650 1 - 23

9 3000, 500,
45 135,000 25 44 2500. 2 2 44

10 360 , 75 ,
25 9,000 20, 31 285 2 . 33

11 Undefined 33,300 32

12 1600 , 250
30 48,000 ZO 33 1350 8 8- 33.

13 Undefined 33,300 32

14 Undefined 33, 300 32

15 2700, 300,
30 81,000 20 40 2400 1 1 40

Note 1: Data for the; four linguistically undefined passes are based on the average statistics of the twelve (12)
defined passes.

Note 2: For a-20-word sentence, a total of 522 searches is made for passes 0 through 15. For the AN/GSQ-16
System. the breakdown of searches shown in the last-two columns is for an 8,000-word (36 bits/word)
memory, with.core table size restricted to 35, 000 characters, providing for processing two
sentences, of 150 words-each, at a time. In this case there are 510 core table searches. and 12
Photostore searches.

Note 3: With a 16,,000-word memory, there would be 84,000 character addresses for core tables. In this
case there would be 520 core table searches and 2 Photostore searches.

Note 4: Total storage requirement. for passes.: through I5: 533, 000 characters.

41
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Section 2: DISCUSSION

2. 1. Applied Linguistics

2. 1.1. Russian Master Dictionary (RMD)

The Russian Master Dictionary (RMD) now in use contains app-roxi-

mately 137, 000 entries, each consisting of 1) an acquisition number,

2) an argument containing a sequence of symbols designed to pro-

vide a correct match for the Russian input data, 3) a function con-

taining a translation, and, if necessary, information that indicates

where the Russian ending begins, and 4) a confix, giving grammatical

information about the Russian argument and English translatin. If

the argument is neither a verb, noun, adjective nor adverb, the con-

fix field' may be empty. Moreover, verbs that receive a nonpassive

translation when they occur with a reflexive suffix are stored with

,a prefix in the argument field preceding the sequence of characters

designed to match with the Russian input. The translation for the

nonreflexive form of the verb is stored in the function field of an entry

with an argument preceded by the prefix (Q8) RN, while the transla-

tion for the reflexive form of the verb is stored in the function field

of a corresponding entry whose argument begins with a (Q8)RR. Verbs

whose English translation is irregular have, in addition to the regular

verb entries, special prefixed entries that contain in the function field

the irregular translations for the forms requiring it. Entries of the

last type have been added to the dictionary only very recently and

will be discussed below. The following are typical RMD entries:

A.

009334 XOROW GOOD (R7) JU

B.

0081-04 VECER EVENING (R1) WR
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C.

021259 GORI (DP3) BURN (R4) DC

D.

007752 V#SILU#OPREDELENI4 BY#DEFINITION (RM) NU
E.

017048 MEJDU BETWEEN

F.

016905 MEN6WE(,)#CEM LESS#THAN

G.

041692 POVERXNOST6#KASANI4 TANGENT#SURFACE

H.

017914 (Q8)RN+POL6ZOVA TREAT (R4) LC

I.

019380 (Q8)RR+POL6ZOVA US (R4) AE

J.

173747 (R3)VBV+LOMIL (DP3)BROKE (R6)VBVXUXO

K.

i73749 (R3)VBD+LOMI (DP3)BROKEN (R6)VBDXUXO

(Here 0 is a symbol standing for "zero," used to distinguish zeros

from the letter 0.)

The first three entries are typical adjective, noun, and verb

entries ,respectively, while entry D although not an adverb in the

classical sense. always acts as an adverb, and is given an adverbial

confix. Entry E is for a preposition and is thus not confixed. Similarly,

entry F cannot be confixed as it acts neither as a verb, noun, adjective.

nor adverb. Entry G, while acting as a noun cannot be considered as

a noun, since it declines internally and the present translating system
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does not handle such a case. The next two entries are for the verb

POL6ZOVAT6 which is translated "treat" when it occurs nonreflexively

and "use" when it occurs reflexively. The last two entries are for the

irregular past tense and past participle of "break."

In the last few months, many extensive changes beyond the

usual additions, corrections, and deletions have been made as a

result of dictionary proofreading and analysis of translation output.

Initially, lexicographers eliminated the most glaring excesses

in assignments of multiple choices and deleted completely archaic and

very colloquial entries. Approximately 16,000 RMD entries were affected.

Such changes as the following tended to make the output much more

readable.

TRI (PN) (DP3) THREE/RUB

TRI (PN) (DP3) THREE

SOROK (PN) (DP5) FORTY/MAGPIES

SOROK (PN) (DP5) FORTY

POCTI (PN-) (DP5) ALMOST/HONOR

POCTI (PN) (DP5) ALMOST

POD (PN) (DP3) HEARTH/UNDER

POD (PN) (DP3) UNDER

VOZRASTU (PN) (DP8) WILL#GROW/AGE

VOZRASTU (DPF) AGE (R1) SR

VES6 VILLAGE/WHOLE

VES6 WHOLE
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The next improvement to the dictionary involved approxi-

mately 2516 of the entries. Originally, the machine lacked the ability

to rematch on input material it had already matched on, consequently

certain entries have to be entered as full forms or as longer stems,

i.e., as complete words, or as forms containing part of an ending.

For instance, GOVORI and GOVOR4 were included in the dictionary

as longer stems to prevent the forms of the verb GOVORIT6 from

matching on the entry for the noun GOVOR. But the verbal ending T

is ambiguous, for it might come either from GOVORIT or GOVOR4T

ana the translation (SAYS/TALKS or SAY/TALK) can be resolved only

by assigning GOVORI to a special inflexional class. Similarly, in the

case of GOVORA, etc, if the full form had been entered to prevent

conflict with the verb GOVORIT6 whose stem could then be entered

as GOVOR, then, since the machine could not rematch on A, the

information that GOVORA is in the genitive case would be lost and

WUM GOVORA would be translated as "noise talking" rather than as

"noise of talking." This deficiency prevented grammatical analysis

whenever different Russian words (most often different parts of speech,)

had the same stem, as is often the case. To solve this problem, a

new way to store this type of entry was developed. This involved

adding in the beginning of the function field a so-called "IDP" instruc-

tion which instructed the computer on how much of the matched in-

formation it should shift out. In almost every case the entry also

needed to be reconfixed. After these two major changes, the output

improved considerably.

For instance,

"At/during 'construction' molecules of fuel are used basically
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three/rub building material: carbon, hydrogen and oxygen,"

became

"At during 'construction' of molecule of fuel are used basically

three building material: carbon, hydrogen and oxygen."

The next major change was the storage and confixing of verbs

with irregular English translations. These entries were needed to

take advantage of an unused capability of the Bidirectional Single-

Pass Translation System, the technical details of which will be ex-

plained in Section 2. 1. Z.

Until the bidirectional translation system was developed,

verb forms that received an irregular English translation had to be

entered as full forms, thus losing the advantage of being able to go

through the bidirectional verb analysis. Thus, "ON NE LOMAL STU

L64" was translated "he not broke chairs" rather than "he did not break

chairs, " while "ON ZABYL KUWAT6" was translated "he forgot eat"

rather than "he forgot to eat. " Approximately 4000 entries were affected

by this last dictionary change which also brought about a noticeable im-

provement in the translation output.

While the longer stems and full forms were being re-confixed,

entries were being made for phrases (such as entry G above) which

were set aside for use when the Bidirectional System could be re-

written at which time the processing of such forms would be incorpor-

ated. These. new entries indicate the end of the stem with a DP

instruction- and have a confix for the phrase to indicate that it is

a phrase and also to give its part of speech. For instance the new

entry corresponding to entry G is,

041692 POVERXNOST6#KASANI.4. (DP!O) TANGENT#SURFACE (RZ) SUP

A
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Here "(DPI0)" indicates that POVERXNOST6 is the 'basic word, in

the phrase, its stem ending with the tenth character of the phrase.

The confix (RZ) SUP, gives grammatical information about POVERXNOST

and its English translation and indicates that the entry is for a phrase.

There are over 5000 such entries ready to be added to the dictionary.

A minor change made in the dictionary a few months ago

involved the deletion (by machine) of certain unnecessary and

unused verbal stem entries (namely nonprefixed stem entries for

the so-called R-verbs). Of course, this step brought about no altera-

tion in the output.

It should'be noted that there are now on hand for the RMD

many additions that are currently in the final stages of processing

and that soon will be included in the dictionary.

Z. 1. 2. Bidirectional Analysis

2. 1. 2. 1 Introduction During the past year the Bidirectional

Single-Pass System with two-stem storage was developed and made

fully operational. Later, both the linguistic and technical capacities

of the system were enlarged to some extent, as will be explained below.

The Bidirectional Single-Pass translation program now is in

the process of being completely rewritten to take advantage of the

speed and logical uniformity possible with single-stem storage. In

the new system each dictionary entry will be stored only once,

Moreover, the linguistic capacities of the system will be significantly

augmented, including, among other things, the skipping of adverbs

and the use of microglossaries to resolve semantic ambiguities.
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2. 1. 2.2 Current Linguistic Capabilities of the Bidirectional Single-

Pass System. The Bidirectional Single-Pass translation system

consists primarily of immediate environment analysis and is designed

to eliminate the most common ambiguities in the Russian language and

to smooth out the English translation.. From the beginning the opera-

tional system has accomplished the following linguistic work:

Genitive and instrumental noun pairs are linked and OF or

BY is inserted between the two elements, depending on whether the

second noun is in the genitive or instrumental case,respectively.

If the case of the second noun is ambiguous, the ambiguity is resolved

in favor of the. genitive and. instrumental. If the ambiguity involves

both the genitive and instrumental cases, OF/BY is inserted between

the words.

In general, a noun is always translated as singular unless it

is unambiguously plural, or unless the ambiguity is resolved by one

of the other routines.

If, in linking noun pairs, the second noun is potentially genitive

plural, it will be given a plural translation and OF will be inserted.

If a potentially plural. noun follows a potentially plural ad-

jective that agrees with it in case, with no punctuation marks inter-

vening between the noun and the adjective,, it id given a plural transs-

lation.

If a potentially plural noun is followed by a comma and then

by an adjective agreeing with it in case and number, the noun is

given a plural translation.

All adjectives following a noun and ending in OGO, EGO,

EGOS4, YX, IX, IXS4 are construed to be genitive and have OF'

, *
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inserted in front of them; those ending in YM, IM, IMS4. OH, EH,

EHS4. YMI, IMI, IMIS4 are treated as instrumental and have BY

inserted in front of them; adjectives ending in OIEIElS4 are

considered to be ambiguous and are preceded by OF/BY.

All singular short-form adjectives following a singular nom-

inative noun with which they agree in gender and numbet have IS

inserted before them; plural short-form adjectives have ARE inserted

when they follow a plural nominative noun.

No attempt is made to resolve ambiguous adverbs derived

from adjectival stems, but clearly adverbial forms are translated

as adverbs.

The adjective SAMY1, when followed by an adjective agreeing

with it in case and gender,is translated as THE MOST; otherwiseits

translation is ACTUAL.

Prepositions whose translation varies with the case they

govern are linked with nouns or adjectives which follow them.

When possible the proper meaning for the preposition is selected on

the basis of this linkage. Some singular/plural ambiguity in nouns

may also be resolved by this linkage.

Verbs go through a relatively complex analysis before being

translated. First, they are classified on the basis of reflexivity. The

so-called "R verbs," consisting of those which change meaning with

the reflexive suffix S4 or 56, and those which occur only in the re-

flexive form,are not translated passively. The "non-R verbs. " include

all other verbs, which, when they are reflexive, are translated pass-

ively. It also includes those verbs which occur only in the non-

reflexive form. (BothL the reflexive and non-reflexive occurrences of
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R-verbs are treated in the same way as the non-reflexive forms of

non-R verbs. The discussion that follows.gives the treatment of

non-R verbs.)

In addition, all verbs are classified on the basis of aspect,

so that there are three groups of R-verbs and three groups of non-

R verbs: perfective, irnperfective, and those that can be either per-

fective or irnperfective,. depending on the ending.

The present-tense form of perfective verbs is taken to be

future and WILL is inserted before the English meaning. The third

person singular of present tense imperfective verbs is translated

by the "S form" of the English verb.

Their passive counterparts receive proper translation..

Most participles, with the exception of those whose transla-

tion differs significantly, are derived from the verb stems. They

are formed by adding ED to the English verb stem for all part-

iciples other than the non-reflexive active participles which are forrned

by attaching ING to the English stem.

Gerunds are translated by adding ING to the English stem.

For reflexive gerund of non-R verbs, BEING is inserted and ED is

added to the stem.,

The infinitival TO is not normally inserted, except when the

infinitive is preceded by a noun or another verb (all forms but the

participles). If the infinitive has S4 at the end, and if it belongs to

the non-R class of verbs, TO BE is inserted and ED is added to

the stem.

All other verbal forms are translated, in the usual way, the

appropriate passive translation rendering the reflexive suffix for

I
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the non-R class of verbs.

When a verb is immediately preceded by NE, with no punc-

tuation marks separating the two words, the translation of the

verb is modified by the correct English form. All the rules dis-

cussed are followed, except that the inserted auxiliary verbs are

the negative English forms.

When Russian BY directly follows a past tense verb, WOULD

is inserted, and the verb is translated in the present-tense form.

If NE precedes a past tense verb which is followed by BY, WOULD

NOT is inserted before the present tense form of the English trans-

lation. When, in both of the above cases the verb is a reflexive

non-R verb, WOULD BE or WOULD NOT BE is inserted before the

"ED" form of the English verb.

When the verb STAT6 is followed by an infinitive, its semantic

translation is BEGIN. The meaning is then properly inflected to

render the tense, person, etc.,of the particular form of STAT6.

When STAT6 is not followed by an infinitive, its semantic translation

is STAND/STOP.

All present tense forms of BYT6 (i.e., BUD.U, BUDEW6,

etc.) are translated as WILL when followed by an infinitive. In this

case TO is not inserted before the infinitive. When anything else

follows these forms of BYT6, their translation is WILL BE.

When NE precedes STAT6 or BUDU, the translation becomes

the correct counterpart of the above-mentioned forms.

Two important linguistic capabilities were added to the trans-

lating system after it was already operational.,

The first involved word derivation. When a word is not in
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the dictionary but is derived by a common rule from another word

that is in the dictionary, the program can recognize this fact, gener-

ate the correct translation, and then utilize all the grammatical in-

formation latent in the word's grammatical ending.

The following derivations are made:

Rus sian Suffix English Translation for Suffix

1. Noun to Noun

IST IST

IT ITE

IZM ISM

K

W

ISTK ISTICS

IK ICS

Q

2. Noun to Adjective

ICN, ICEN IC

CN, CEN IC

ICESK IC

CESK IC

VIDN, VIDEN -LIKE

OBRAZN, OBRAZEN -LIKE

PODOBN, PODOBEN -LIKE

NOSN, NOSEN -BEARING
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Russian Suffix English Translation for Suffix

N

4N

AN

AL6N AL

ONAL6N ONAL

IVN, IVEN IVE

EN, OCN, OCEN

SK

OV, OVSK

EV, EVSK

3. Adjective to Noun

OST NESS

4. Adjective to Adjective

OVAT ISH

EVAT ISH

EIW EST

A1W EST

N

5. Verb to Noun

ANI ING

ENI ING

AOI ATION

4QI ATION

6. Verb to Verb

L4

OVYVA

VA

IVA

YVA
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These derivations have been very useful with unanticipated

and newly coined words but also have the important function of limit-

ing the size of the dictionary by eliminating the need for entering

many semantically related words in the dictionary.

The following are examples of typical derivations:

The stem NAPISAN (WRITTEN) can be used for the mascu-

line short form participle NAPISAN (WRITTEN) and for the ma scu-

line participle NAPISANNYI, since N is a suffix in the adjective-

adjective derivation category. The noun PISANIE (WRITING) can

be derived from the verb stem PIS for the verb PISAT6 (WRITE).

The superlative adjective XOLODNEIWIl (COLDEST) can be derived

from the adjective stem XOLODN (COLD). The noun VESELOST6

(GAYNESS) can be derived from the adjective stem VESEL (GAY).

The nouns LENINIZM (LENINISM) and STUDENTKA (STUDENT) can

be derived from the noun stems LENIN (LENIN) and STUDENT (STUDENT)

The adjectives ARTISTICESKII (ARTISTIC) and TRUBOVIDNYL

(PIPE-LIKE) can be derived from the stems for the nouns ARTIST

(ARTIST) and TRUBA (PIPE).

The second important linguistic improvement in the opera-

tional Bidirectional system consisted in the utilization of its built-

in capacity to handle irregular English verbs. Until recently, Russian

verbs that had irregular English translations were entered as full

forms or longer stems and thus were not able to take advantage of the

Bidirectional analysis. Thus, POWEL KUWAT6 was translated WENT

EAT rather than WENT TO EAT, etc. Moreover, since almost

every Russian verb that had an irregular English past tense and past

participle - the passive and negative forms being the most numerous

here - would have required over 30 separate entries to insure a
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correct translation of all the forms, usually all of these forms were

not entered, semi-correct translations being preferred to an over-

bulky dictionary. In fact entries were usually limited to full

forms or longer stems for the Russian past tense and passive parti-

ciples. Even then, the negative past tense usually was not entered and

came out incorrectly. NE POWEL being translated NOT WENT rather

than DID NOT GO. By adding three new tables to the dictionary, (a

table for the irregular past participles of non-R verbs that can occur

reflexively, a table for all the irregular forms of non-R and non-

reflexive R-verbs, and a table for all the irregular forms of reflexive

R-verbs), and making new entries for thq Russian verbs with irregular

English translations , it was made possible for all the forms of Russian

verbs with irregular English translations to be translated correctly.

These verbs now go through the regular Bidirectional verb analysis,

as will be explained in detail in the following section.

2. 1. 2. 3. Programming Aspects of the Bidirectional Single-Pass

Translation System Currently in Operation. The format of the dic-

tionary used in the Bidirectional analysis differs from the format of

the RMD but the conversion of the entries is performed with the use

of a computer. Full forms remain full forms but other kinds of RMD

entries correspond to two or more entries in the Bidirectional dic-

tionary analysis, as will be shown.

The original Bidirectional program has undergone minor changes

(word derivation has been added, for one) since it was first operational.

However, one very significant imp:rovement that has been incorporated

has greatly increased the speed of translation. To understand the
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reasoning involved here, one must first know something about the

machine logic and about the storage of the Bidirectional dictionary

and control entries.

All the lexical information and control information used in

the Bidirectional System is stored serially along concentric tracks

on a rotating glass disc. When a word is being looked up, the disc

is read by a cathode-ray tube light source which steps across tracks,

sampling a small portion of each, until a comparator indicates that

it has gone too far. The beam is then brought to rest and the disk

rotation allows the reading of every entry on that track until a proper

match is made.

Now, the original method of storing Russian stems in the

Bidirectional dictionary included a table of all the stems (approxi-

mately 150, 000)preceded by the prefix (R3)000. The logic of the

machine allows any character to be considered a correct match with

a zero,( (R3)VNE+BIT6) thus being considered by the machine a cor-

rect match with((R3)000 + BIT6), the three zeros following the

(R3) being used to "mask over" confix information about the pre-

vious word. However, the logic of the machine also requires the

search for a word in. this table to start at the beginning of the table.

This occurs because of the zeros which cause an entry search above

them, and there are good reasons for this logical requirement. But the

long entry search causes the lookup time per word to be a matter of

seconds, while a regular track search through a table of the same length

requires only a few milliseconds. A programming method has been

devised which will avoid storing dictionary entries in tables preceded
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with prefixes containing zeros. This method will be used in the new

(not yet operational) Bidirectional System with single-stem storage

and will be explained along with the rest of the program in Section

3. 1.Z. A temporary and minor hardware change was made to over-

come this problem until the new Bidirectional program would become

operational.

A general discussion of the current programming aspects

of the Bidirectional Single-Pass system follows:

1. Nouns

Noun stems are now stored in the dictionary in two forms:

STEM TRANSLATION (R3)G IG 2 G 3

(RZ)000 + STEM TRANSLATION (R3), ,, LsG1 Gz 3

where (R3) is a confix used in noun analysis, G 1 G 2 G 3 gives gram-

matical information about the Russian stem and the English trans-

lation, LS is the length of the noun stem, 0 (zero) .is the "suppress

matching" instruction, 'i," is the "copy not" instruction, and + serves

to separate the prefix from the stem.

Each noun ending appears in the dictionary in the form:

(R3)GI G 2 + END(PN) (DPLE) (Q0)No n,

where 0 serves to match on G in the noun confix and ",' leaves

unchanged in the confix region of memory, (DPLE) shifts out the

ending (leaving the pointer at (PN) which is the first byte of each

punctuation code), No stands for number (singular or plural), and

n indicates whether the case of the Russian ending is potentially

nominative and, if it is, also indicates the gender and number of

the noun.

The confix beginning with (QO) is used to read out the proper

1' - ---------
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English suffix to be attached to the translation, and is designed to

match on an entry of the following type:

(QO) NoOG3 + SUFFIX (R3)N,C

The confix stuffed, (R3) N n C indicates that the word just translated

was a noun (N), at the same time indicating if it is nominative, etc.

In addition to being stored as are all other noun endings, all am-

biguously plural noun endings entered in the dictionary are also followed

by a comma and a space:

(R3)G 1 G2 0 + END(,)# (R3)XCa,

here Ca stands for case and X is a confix which identifies this con-

fix as being used in connection with the analysis of potentially plural

nouns (followed by a comma) that will be given later.

Noun-adjective and noun-noun derivational suffixes are now

entered in the dictionary in the following forms:

(R3)G 1 00 + SUFFN (Q0)G 1 'G2 "'tZN

(R3)G 1 00 + SUFFA (QO)G 2 'A, tZN

where G ' and Gz' give the grammatical information about the new nouns

and adjectives formed, and t specifies the translation to be given

for the suffix. The confix directs the next-match to an entry of the

form:

(Q0)00G 3 0 Zn + ENG.SUFFG 3  (QO),,R, ZN

which completes the English translation for the basic stem - CIT

(CITY-CITIES)becomes CITY - and the next match will be on one

of the following entries:

(Q0)000 t N ZN + ENG. SUFF (R3),,G 3 '
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(0O) 000 t AZN + ENG. SUFFt (R7), G3'

whose confixes will direct the next matches to noun and adjective-

ending tables, respectively.

If a noun directly follows another noun, its lookup will be

modified by the "noun-preceding confix" mentioned above. This con-

fix (as all other confixes carrying over information from a pre-

ceding word) matches on an entry that is designed to prevent the

next search from being a "long entry search," and that changes the

initial (R13) to (RZ). Consequently, the noun will not match on the simple

stem entry, but on the entry.

(RZ)000 + STEM TRANSLATION (R3),,. LNGIG 2 G 3

After this match is made and the translation is read out, the confix

will match on an entry which erases the translation and changes the

confix so that the next match will be on one of the following types of

entries:

(R3)NB0OG 1 G2 + ENDG(PN) (DP0)OF# (R3)BB,,

(R3)NBOG 1 G 2 + END (PN) (DPO)BY# (R3)BB,,

(R3)NBOOGIG 2 + END G/I(PN) (DPO)OF/BY# (R3)BB,

(R3)NB0000 + (R3)BB,,

(R3)NB00G IGz + SUFFN (R3)ZN, ,GIIGZILE

(R3)NBOG IG + SUFFA (R3)ZA,,GIIX LE

Here ENDG, ENDI, ENDG/I are the genitive, instrumental, and

genitive and instrumental endings for class G G?, and SUFFN and

SUFFA are nominal and adjectival suffixes which, when attached

to a given stem, form, nouns of adjectives of classes G I'G ' and GI 'p

respectively. LE stands for the length of these suffixes.
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If a match is made on one of the first four entries the next

match will be on one of the so-called "return entries, " which shift the

attention of the computer to the beginning of the second noun's stem.

If a match is found with one of the derivational entries, the next

match will be made on a "length tag addition" entry of the form:

(R3)ZOOLLNOOLE + (R.3)Q,, LN+E,,

which provides the new length tag and then channels the search to

one of the first four entries shown above for nouns, and to a corres-

ponding set of entries for adjectives, that will be explained later.

If the ending of a noun preceded by another noun is potentially

plural genitive, the path taken differs somewhat from the one out-

lined above, and after matching on return entries, a match is found

with an entry that leaves the confix (R3)APG. This confix insures

a plural translation of a potentially genitive plural noun followed by

it and is of the same type as that stuffed by all plural adjectives.

All plural or potentially plural adjectives, when followed by

a space, stuff a confix of the form (R3) APCa. If a match is made

on a noun, the translation will be read out, and the next match,

designed to test if the noun and adjective should be linked together,

is on one of these entries:

(R3)APNG IG 0 + END N(PN) (DPL E) (R3)PLURLP,

(R3)APGaG IG 0 + ENDCa (PMN (DPLE) (R3)PLURLA,

(R3)APOOG 1 G 2  + (R3)GI GzSING,

where ENDN is a nominative ending, Ca stands for case, (DPLE )

shifts out the ending matched on, D and A stand for nominative and

non-nominative plural, respectively, and PLURL and SING indicate
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whether the suffix to be attached to the translation should be plural

or singular.

As was mentioned above, all ambiguously plural noun endings

entered are followed by a comma in order to link these nouns with

the adjective, agreeing in case and number, that follows. If the

following word is not an adjective, a singular translation is given to

the noun; if a match is found with an adjectival stem, the next match

made will be either with

(R8)XCaOOG1 + ENDCa (PN) (DPO) (R8)XP, ,BA

or

(R8)X0000 + (R8)XS, ,BA

depending on whether or not the adjective agrees in case with the

noun. If it does, a match will be found with the first entry that

assures a plural translation for the noun ending and a shift back to

the beginning of the adjectival stem. If the adjective does not agree

in case with the noun, a match will be found with the second entry.

This results in a singular translation for the noun and a shift back to

the adjectival stem.

Noun-adjective, adjective -adjective, and verb-participle

derivation are provided for with a procedure similar to that

mentioned above, a match being made with a "length-tag addition"

entry, which then refers the search to the entries that investigate

the adjectival endings for case agreement with the noun.

2, Adjectives

All adjectival stems also are stored in the dictionary twice:

STEM TRANSLATION (R7)G 1 G 3

(RZ)000' + STEM (R7).,, Ls GI
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where, as before, G 1 Iand G3 carry grammatical information about

the stem and translation, and LS gives the length of the stern.

. All adjectival endings are stored in the form:

(R7)G 1 0 + END(PN) (DPLE) (AO)F,

where (DPLE) again shifts out the ending (END) and F stands for

adjectival form, P for positive, C for comparative, or A for

adverbial. The confix (Q0)FG3 matches on

(QO)FG 3 + SUFFIX

In addition, all potentially plural endings are stored as
(R7)G 0 + END# (QO)X, Ca

where X is a constant and Ca stands for case. This confix is de-

signed to match on

(QO)XG 3O + POS. SUFF. # (R3)AP,

which then modifies the successive lookup.

Adjective-noun and adjective-adjective derivation is provided

here in a way analogous to the method used with nouns.

If a noun precedes an adjective, the adjective will be looked

up in the. confixed form.

If the adjectival ending is genitive or instrumental, the next

match will be found with one of the entries:

(R8)NOOOG 1 + ENDG(PN) (DP0)OF# (R3)BB,,

(R8)NOOG +END (PN) (DPO)BY# (R3)BB,,

(R8)N GI + ENDG/I(PN) (DP0)OF/BY# (R3)BB,,

which then insures a shift back to the adjectival stem,. If the ending

is neither genitive nor instrumental (nor a derivational suffix, a
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procedure being provided here similar to that for nouns), there is a

shift back to the beginning of the adjective stem, provided a match

is not found with the entries discussed in the next paragraph.

In order to insert IS or ARE in front of short-form adjectives

the short-form endings are entered in the form:

(R8)NnO0GI + END (PN) (DPO)IS# (R3)BB,,a(s)

(R8)Nn0OG + END (PN) (DPO)ARE# (R3)BB,,
n(p)

after which there is a shift back to the adjectival stem.

The adjective SAMY1 is entered in the dictionary in two ways:.

as a stem SAM, and in all the full inflected forms followed by a space:

SAM ACTUAL (R7)GIG3

(R3)000 + SAM (R8),,p Ls G

and

SAMY1# (R3)SMY1

SAMA4# (R3)SMY2

SAMOE# (R3)SMY3

and so on.

Here SM stands for SAMYL, and Y demotes the unique

morphological form of SAMYl.

If SAMYl is followed by a space but not by an adjective,

ACTUAL# is given as a translation.

If an adjective does follow SAMYl, it will be looked up in the

prefixed form, and if it doesn't agree with SAMYl in case, number,

and gender, then the machine will be shifted back to the beginning

of the adjectival stem and ACTUAL# will be given as a translation.

If the adjective does agree, with. SAMY1, a match will be fcnd
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with,

(R8)SMYOG1 + ENDy(PN) (DPO)THE#MOST# (R8)SBA,

which then shifts back to the beginning of the adjective with the aid

of the confix (R8)SBA,.

Noun or verb stems following a form of SAMYl will cause a

translation of ACTUAL# unless they are followed by adjective deri-

vational suffixes in which case the adjective formed will be checked

for agreement with SAMYl with the same entries used above.

3. Prepositions

Prepositions whose meaning changes with case are stored in the

dictionary as,

PREP(PN) (DPLP)Ta/Tp

and

PREP# (R3)PpA

where PREP stands for preposition, LP for the length of the prep-

osition, and Ta and Tp for the two meanings associated with the

cases a and b; in the confix the P and A are constants, and p de-

scribes the preposition.

If a verb follows the preposition, the ending is investigated

for participial suffixes. If one is found, the search is. referred

to the adjectival endings for investigation of case agreement. If no

participial suffix is found, there is a shift back to the beginning of

the. verb and the ambiguous translation is given for the preposition.

If a noun follows a preposition, it will be looked up in the

confixed form and the next match will be on,

(R3)P0A0000 + (TF) (R3)P, E,,,

where the function of (TF) is to erase the translation read oxt on the
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p r evious match.

The following match will be made with,

(R3)PpEO00 + (R3)PpF,,, ab

where a and b denote the cases taken by the preposition p,and F is

a constant.

This leads to a match with one of the entries:

(R3)P0F0O G ab + END (PN) (DPO) (R3)P, G, aNo

(R3)POFOG IG 2 ab + ENDb(PN) (DP0) (R3)P, G, bNo

(R3)POF0000@ + (R3)P, H, UN

(R3)POF00000 + SUFFA (R3)P, C,G LS

(R3)POFOOOOO + SUFFN (R3)P, J, G1GZLNS

where No stands for number (S or P,) UN is a constant meaning

unsolved, " SUFFA and SUFFN are adjectival and noun suffixes,

respectively.

If a match is made on one of the last two entries, the next

match will be made with one of the "length-tag addition" entries

which then refer the search either to noun entries that investigate

the ending for agreement or to adjectival entries of the same type.

If a match is made with the third entry, the resultant confix will

match on a "return entry," assuring the correct ambiguous translation

for the preposition. And, if a match is made with either of the

entries that determine the case by the preposition, the machine will

shift back until a match is found with one of the entries:
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(R3)Pp.IAaS + PREP# Ta#

(R3)PpIAbS + PREP# Tb#

(R3)PpIAaP + PREP# Ta# (R3)APCa

(R3)PpIAbP + PREP# Tb# (R3)APCa-

where (R3) APCa is a confix assuming a plural translation of an

ambiguously plural noun whose number is resolved by the government

of the preposition.

If an adjective follows a preposition,it will-be looked up in

the confixed form and the next match will be made with,

(R8)PpAO0 + (R8)PpB, , ab

where a and b again stand for the two cases that the preposition p

can take. If the adjective does not agree in case with the preposition,

there is a shift back to the beginning of the adjective and the ambig-

uous translation is given for the preposition. If the adjective does

agree in case with the preposition, a match will be found on one of

the two entries:

(R8)POBG lab + END a(PN) (DPO) (R3)P, G, aS

(R8)POBOG 1 ab + ENDb(PN) (DPO) (R3)P, G, bS

The search then continues in the same way as for nouns. Finally

derivational entries are provided for nouns or adjectives derived

from adjectival stems,

(R8)POBOOOO + SUFFN (R3)P, J, Gl 'IGZLNS

(R8)POBOOO0 + SUFFA (R8)P, G, GIL

These entries act the same way as the derivational entries do for
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derivation from nouns.

4. Verbs

All R-verbs are stored in the dictionary in three forms:

STEM (R6)VRaLS

(RZ)000 + STEM N. TRANSLATION (R6)O, : LsRaG3

(R3)VRO + STEM R. TRANSIA TION (R-6)VB, ERaG3

where N and R translations are the English stems for the non-reflexive

and reflexive occurrences of the verb,respectively; R indicates

that'the verb belongs to the class of R verbs;. "a" stands for aspect and

can be either P,1, or O,B; and E is a constant: the other symbols

are as before.

Non-R verbs are stored twice:

STEM (R6)VUaL

(RZ)000 + STEM TRANSLATION (R6), ,, LsUaG3

where the translation is in the English stem form, U indicates that

the verb belongs to the non-R class, and all other symbols have

the same meaning as for R verbs.

Verb endings, besides being used in the verb analysis wlich

will be discussed in detail later, are also stored in a form which

serves to read out their meaning as verb suffixes:

(R6)VBV@000 + END(PN) (DPLE) (QO)VgTERM,
(R6)VBV0OIO + ENDs(PN) (DPLE) (QO)VSTERM,

(R6)VBV0O00 + END s(PN) (DPL E) (QO)VSTERM,

(R6VBVOO + NDS (P) LE) Q)SEM

(R6)VBV0000 + SUFFpT (QO)GI'gPART,

(R6)VBV0.P0 + SUFFIM (R6) VBV, I,

(R6)VBVOOOO + SUFF (QO)VgNOUN,
N
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where VBV is a constant distinguishing this class of entries, I,P, 0

give aspect, ENDS is a third person singular ending SUFFPT,

SUFFIMP and SUFFN are participial, imperfective, and nominal

suffixes, respectively; g describes the morphological form. of the

English suffix to be attached to the translation, G 1 ' stands for the

grammatical class of the participle, TERM, PART, and NOUN stand

for "terminal," "participle," and "noun," respectively, and are used

to distinguish the confixes. The resultant confix starting with (00)

is referred to entries which provide the English suffix:

(QO)VgTERM G + SUFF (R3)VVV3

(QO)VgPARTG 3 + SUFF (R7), G3 '

(QO)VgNOUNG 3 + SUFF (R3)G1 'G2 'G 3'

Here the suffixes are a function of g and G3 , (R3)VVV is a confix

which conveys the information that the translated word was a verb, and

(R7)G 1IG 3 ' and (R3)G,'G,'G3' refer the search to the adjectival and

noun endings, respectively.

We will first discuss the translation of perfective R-verbs.

The confix stuffed by a perfective R verb is of the form (R6)VRPLs.

It appears in the dictionar) as follows, alone, or with different en-

tries which determine the translation of the verb:

(R6)VRPO + END Pr(PN) (DPO)WILL# (R6)BBE,

(R6)VRPO + ENDPrSUFFR(PN) (DP0)WILL# (R6)BRE,

(R6)VROO + ENDPrPer(PN) (DPO)WILL# (R6)BBE,

(R6)VROO + EndPrPerSUFFR(PN) (DPO)WILL# (R6)BRE,



34

(R6)VROO + (R6)BBV,

(R6)VRO0 + 0 ESUFF R(PN) (DPO) (R6)BRV,

(R6)VRO 0 + 0 E (PN) (DPO) (R6)BBV,

where END[r stands for "present tense form ending," ENDprPer

stands for "present perfective ending," SUFFR is the reflexive

Russian suffix; 0 E stands for a series of zeros necessary to skip

over all the characters of a verb ending, E indicates that, the suffix

to be attached should be in the "E" form, regardless of the Russian

ending, V indicates that the English suffix will be determined by the

ending, and the B and R in the third position of the confix denote

that the meaning to be taken is the non-reflexive and reflexive, re-

spectively.

The confixes resulting from matches on the above entries

match on a set of"return entries" which shift back to the beginning

of the verb stem and change the second position B to V. The next

match will be on the stem prefixed by either (RZ)000 + or (R3)VR0 +,

depending on whether or not the ending was reflexive. After this

match the verb endings are looked up again, matching on either the

entries first discussed above, or on

(R6)VBEOOOG 3 + "E"SUFFIX (R6)(QO)VEO

which then leads to a set of entries that shift out the ending up to the

next punctuation and stuff a (R3)VVV confix.

Imperfective R-verbs stuff a confix of the form (R6)VRILS.

This confix is used to determine whether or not the verb is reflexivei
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This determination is accomplished by the entries already mentioned

above. The lookup following a match made on those entries is the same

as that for perfective R-verbs.

Perfective non-R verbs stuff the confix (R 6 )VUPLs, which

matches on one of the following entries:

(R6)VUOO+ (R6)BBV,

(R6)VUPO + END Pr (PN) (DPO)WILL# (R6)BBE,

(R6)VUO + END prPer(PN) (DP0)WILL# (R6)BBE,

(R6)VUPO + END SUFF (PN) (DPO)WILL#BE# (R6)BBD,
Pr R

(R6)VUO + ENDPrPerSUFFR(PN) (DPO)WILL#BE# (R6)BBD,

(R6)VU00 + ENDPaSSUFFR(PN) (DP0)WAS# (R6)BBD,

(R6)VUOO + END paPSUFFR (PN) (DP@)WERE# (R6)BBD,

(R6)VU + ENDISUFFRa(PN) (DPi)BE (R6)BBD,

(R6)VUOO + ENDPtSUFFR (PN) (DP0) (R6)BBD,

(R6)VUOp + END GSUFF(PN) (DPO)BEING (R6)BBD,

where ENDpaS and END paP stand for past tense singular and past

tense plural endings respectively. ENDI for imperative and infinitive

endings, respectively, and ENDPt for gerundive endings; the

other symbols are as before.

After this match is made, the search proceeds in the same

fashion as shown before. Confixes with D in the fourth position

match eventually on entries of the type,

(R6)VBDOOG 3 + "ED"SUFFIX (R6)QO)VEO
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which again leads to a set of entries that shifts out the endings and

that stuffs an (R3)VVV confix for all entries but participles.

The imperfective non-R verb confix (R6)VUILS is used in

exactly the same way as that of the perfective non-R verbs, with

the exception that the present tense ending results in different rm an-

Ings and translations,. Consequently,, the entries for perfective non-

R verbs shown above, which have 0. in the fourth position, are used by

both the perfective and imperfective non-R verbs and only the follow-

ing entries are added, to be used exclusively by the imperfective

verbs:

(R6)VUI0 + ENDPrIS UFFR (PN) (DPO)AI.M# (R6)BBD,

(R6)VUOO + ENDPrlISUFFR(PN) (DPO)AM# (R6)BBD,

(R6)VUIO + ENDPrZSUFFR (PN) (DPO)ARE# (R6)BBD,

(R6)VUOO + ENDpr ISUFFR(PN) (DPO)ARE# (R6)BBD,
(R6)VUI + ENDpr 3 SUFFR(PN) (DPO)IS# (R6)BBD,

(R6)VUoO + ENDPr 3 1SUFF R(PN) (DPO)IS# (R6)BBD,

(R6)VUIO + ENDPrPl SUFF R(PN) (DPO)ARE# (R6)BBD,

(R6)VUOO + ENDprP ISUFFR(PN) (DPO)ARE# (R6)BBD,

where the numbers- indicate the person of the verb ending and the

other symbols are as before. The matches proceed as before.

The Russian particle NE is stored in the dictionary in two.

forms:
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NE(PN) (DPZ)NOT

NE# (R3)VNE

If the word following NE# is a noan, adjective, or full form,

NOT# is given as a translation and the confix is dropped.

For verbs preceded by NE# the analysis of endings is done

in essentially the same way as shown in the preceding paragraphs.

The confix under which the endings are stored is (R6)VNFO00 + , the

sixth and seventh position O's being sometimes replaced by R and U, or

I, P, 0, respectively, and depending on the type of ending the transla-

tion given in each case is the negative counterpart of those shown

above. After the ending is investigated, the search proceeds in the

same fashion as for verbs not preceded by NE.

To translate past tense R verbs followed by the Russian BY,

the following entries are stored in the dictionary:

(R6)VR0O + END PaBY(PN) (DPO)WOULD# (R6)BBE,

(R6)VROO + ENDPaSUFFR# BY(PN) (DPO)WOULD# (R6)BRE,

In addition to these entries, an entry is provided for shifting out BY

when it follows a verb.

Further, another set of entries is provided to translate

past tense R verbs preceded by NE and followed by BY:

(R6)VNFOOO + ENDPa#BY(PN) (DPO)WOULD#NOT (R6)BBE,

(R6)VNFORO + ENDPaSUFFR#BY(PN) "(DP0)WOU.LD#NOT (R6)BRE
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To translate past tense non-R verbs followed by BY, the above

entries which do not have an R can be used in addition to the following

entries:

(R6)VUOO + ENDPa#BY(PN) (DPO)WOULD# (R6)BBE,

(R6)VUOO + ENDPa#BY(PN) (DPO)WOULD#BE (R6)BBD,

(R6)VNFOUO + ENDPaSUFFR#BY(PN) (DPO)WOULD#NOT#BE (R6)BBD,

Irregular English verbs share the entries listed above for

verbs with regular English translations.

Non-R verbs with irregular English translations have (RZ)000

entries (with the "E" translation) as do all other verbs. In addition,

all their forms with irregular English translation are stored in

entries of the type:

(R3)VBV + FORM (DPn)IRR TRANSLATION (R6)VBVXUXO

If they occur with a reflexive suffix, their irregular past participles

are also stored in entries of the form,

(R3)VBD + STEM PAST PART. (R6)VBDXUXO

Here the XUX in the confix is a constant signifying that these are

entries for non-R verb with an irregular English translation.

When the verb is first matched onit stores the confix
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(R6)VUILs, (R 6 )VUPLs or (R6)VUOLs, as do other verbs. The end-

ing investigation proceeds as before for word insertion with the

resulting confix of (R3)VBE("E" translation of verb required) (R3)VBD

(past participle required; match was a reflexive non-R verb),

or (R3)VBV(ending must be investigated to determine the proper

translation for the verb form). The next match is to get a transla-

tion for the verb form (which will be placed after the word inserted

if there was one). If the confix is (R3)VBEthe match on the verb

will be made in the (RZ)000 table where the required "E" translation

is stored and the processing will continue as ior regular verbs. If

the verb form is reflexive, the match will be in the (R3)VBD table if

the verb 's past participle was irregular. The confix (R6)VBDXUXO

will share the entries

(R6)VBDOOOG3 + "ED"Suffix (R6)(QO)VEO

used for regular verbs but the last character, 0, of the confix will

insure a vacuous "ED" suffix. The next matches will continue as for

regular verbs. If the confix was (R3)VBV, the verb form will match

in the (R3)VBV table if its translation is irregular. The confix

(R6)VBVXUXO will direct the next match to the regular verbal end-

ings table after which the matches will continue as for regular verbs..

The last character, 0, of the confix, as G 3 , will insure a vacuous

English suffix for the translation.

R-verbs with irregular English translations have a stem

entry, an (RZ)000 entry, and a (R3)VRO entry, as do regular verbs.

.In addition, all the non-reflexive forms with irregutlar English trans-

lations have an entry:

(R3)VBV + FORM (DPn)IRR. TRANS. (R6)VBVXRXO,
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while all the reflexive forms with irregular English traiislations

have an entry:

(R3)VRV + FORM (DPn)IRR. TRANS. (R6)VBVXRXO.

(Here the XRX in the confixes is a constant signifying that these en-

tries are for an R-verb with an irregular English translation.)

When the verb is first matched onit stores the confix

(R6)VRILs, (R6)VRPLs, or (R 6 )VROLs, as do other verbs. The

ending investigation for word insertion proceeds as before, with

the resulting confix of (R3)VBE ("E" translation of non-reflexive

form required), (R3)VRE ("E" translation of reflexive form required),

(R3)VBV (ending must be investigated to determine the proper form

of the non-reflexive translation to be used), or (R3)VRV (ending must

be investigated to determine the proper form of the reflexive trans-

lation to be used).

The next match is to get the proper translation for the verb

form (to be placed after the word inserted, if there was one). If

the confix is (R3)VBE, the match on the verb will be made in the

(RZ)000 table where the required "E" form for the non-reflexive

translation is stored, and the processing then continues as for regular

verbs. If the confix is (R3)VRE, the match on the verb will be made

in the (R3)VRO table where the required"E" translation for the reflexive

form is stored, and the matches that follow will be as for regular verbs.

If the confix is (R3)VBV, the processing is as for non-R verbs with

irregular English translations, while if the confix is (R3)VRV, the

verb form will match in the (R3)VRV table if its reflexive translation

is irregular. The confix, (R6)VBVXRXO, will direct the next matches:

C2A
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to the same entries as the confix (R6) VBVXUXO for non-R verbs.

Since the verbs with irregular English verbs share all the

endings tables with the regular verbs, their treatment when preceded

by NE or followed by BY, etc., is the same as for the regular verbs.

As was already mentioned all participles are always treated

as adjectives. Most of them, however, are derived from verb stems,

and require "length-tag addition" entries in most analyses, after which

the match can be directed to the appropriate adjective endings table.

If a noun or a verb precedes another verb, the verb will

again be looked up in the confixed form. The translation is then

erased, and the ending is analyzed to determine if it is infinitival.

If it is, TO# is inserted, and there is a shift back to the beginning

of the stem. If it is not, nothing is inserted before the shift is made.

STAT6, in addition to being entered as a stem, has all its

full forms entered in the dictionary as follows:

STAT6# (R3)STf1

NE#STAT6# (R3)STf2

etc., where ST is a constant standing for STAT6, and fi denotes the

English grammatical form by which the particular form of STAT6

should be translated. If the word following STAT6 is a verb, the

translation is erased, and the ending is checked. If it is infinitival,

F is written in the seventh position of the confix, while if it is not,

an N is stored in that place. Then a series of entries shift back to

the beginning of the verb stem, after which our match is found on

an entry of the type:
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4Z4

(R6)STf BIFB-i+ BEGIN# TOf

(R6)STf BINB-i+ STAND/STOP#f

If the word following STAT6 is a noun or adjective, the pro-

cedure is roughly the same as that for a verb which is not an infinitive,

i.e., N is stored in the seventh position of the confix, leading to en-

tries which translate STAT6 as STAND/STOP.

All present tense forms of BYT6 are stored as follows:

BUDU# (R3) BUD

NE#BUDU# (R3) BUN

These confixes lead to essentially the same type of analysis as for

STAT6, i. e., I is stored in the seventh position of the confix if

an infinitive is found, and Nif it is not found. Then the same en-

tries used by STAT6 shift back to the beginning of the word follow-

ing BUDU# and a match is found on one of the entries:

(R6)BUDBIFB + WILL#

(R6)BUDBINB + WILL#BE#

(R6)BUNBIFB + WILL#NOT#

(R6)BUNBINB + WILL#NOT#BE
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2. 1.3. Microglossary Organization

The Russian Master Dictionary was compiled for general-purpose

translation rather than for any specific field, in spite of the fact that

certain fields of science and technology are better represented in it

than others.

In the past, concentrating on a specific field essentially amounted

to adding the terms of that field which did not occur in the dictionary.

The terms that already existed in the dictionary usually remained un-

changed, except in very unusual cases where the existing translation

did not render the meaning of the particular Russian word in the given

field. In that case, the neaning was changed to include the missing

equivalent. As a result of this, and because of other inherent am-

biguities in the Russian language, about Z% of the entries in the present

RMD are listed with multiple choices as their translations.

Here are just a few typical entries:

NAVARIVANI COOKING/WELDING (R 3) HR

QEP6 CHAIN/CIRCUIT (RZ)SR

RAK CRAWFISH/CANCER (R 2) FR

REAKTIVN REACTIVE/REAGENT (R7)BU

DIAPAZON BAND/RANGE (RI)SR

NAPR4JENI VOL TAGE/EFFORT (R3)HR

EST6 IS/EAT

SUT6 ARE/ESSENCE

TEXNIK, TECHNOLOGY/TECHNICIAN (RI)FR

MATEMATIK MATHEMATICS/MATHEMATICIAN (RI)FR

SKLEROTIK St LEROTIC#PATIENT /-SC LERA (RI)FR

REWENI DECISION/ SOLUTION (RZ)7R
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JILY (DP3)TENDONiVEIN JRZ)OR

SELO VILLAGE/SAT

We are not going to discuss the inherent and obvious limitations

of the microglossary approach to the solution of the problem of am-

biguity in machine translation, but it is quite apparent that if the

RMD were segregated into special-field dictionaries, many of the

multiple meanings listed above would be eliminated, and the overall

readability of output translations would be improved.

So the word OEP6 would have CIRCUITS given as its equivalent

in a dictionary devoted to translating electrical engineering and

electronics articles, and CHAIN in a dictionary devoted to chemistry or

popular journalism.

On a similar basis we could resolve the ambiguity for some

of the stems such as: NAVARIVANI, RAK, REAKTIVN, DIAPAZON,

NAPR4JENI, and REWENI, although in some cases (especially in the case

of NAVARIVANI and REWENI),the elimination of one of the meanings

may be disputed.

One must also admit here that for certain fields a word would

have to be listed with multiple meanings, even though in other

fields only qne equivalent would be sufficient, as is the case of RAK,

which could be given the translation CANCER in a medical dictionary,

but would have to have multiple meanings retained in most of the

other dictionaries.

And, of course, there is a whole group of words whose am-

biguity could not be resolved by classifying the dictionary into micro-

glossaries. Among this group are EST6, SUT6, JILY, SELO, and even such

words as TEXNIKA, MATEMATIKA, and SKLEROTIK.

A
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On the other hand there are many words in the present

dictionary, listed with only one equivalent, whose translation could'be

improved by the microglossary approach, e. g.,

REAKQI REACTION (R2)TR

NAKALIVANI INCANDESCENCE (R3)HU

REWETK GRID (RZ)OR

4DR NUCLE (R3)BI

IGL NEEDLE (R2)OR

So, for instance, in a dictionary tailored for electrical

engineering and electronics, REAKQI would be given the transla-

tion REACTANCE; for metallurgy NAKALIVANI could be transla-

ted an ANNEALING; for mathematics and, crystallography REWETKA

would have LATTICE as its equivalent; 4DR could be translated as

TESTICLE for anatomy or medicine; and IGL could have as its

equivalent SPINE for zoology and THORN for botany.

Taking all the pros and cons of the microglossary approach

to machine translation, it was decided that this technique of dictionary

organization would result in definite improvement in the output transla-

tion. Consequently, the work on microglossaries has already been

started.

Firstly, a theory of microglossary storage has been developed

which will obviate the need of separate discs or bands for each dictionary,

and which, will allow a complete intermeshing of all the microglossaries

in one general dictionary. This technique will be incorporated in the

next version of the bidirectional translation system. It may be de-

scribed briefly as follows:



46

Each Russian article to be translated will be labeled as to

the field to which it belongs (sometimes the title of the journal in

which the article appears may be used for this purpose). This label

will store a code corresponding to the given field in the computer#

which will then be used during the course of translating the article to

decide in which microglossary a word that is ambiguous is to be looked

up. The microglossaries would consist of words which are ambiguous

(such as were discussed above) and which would be prefixed by a

confix identifying the given field.

So,for instance we could have:

REWETK LATTICE (RZ)OR

PMATH a 1

REWENI SOLUTION (R Z) 7R

9MATH a 1

QEP6 CIRCUIT (RZ)SR

PELECTR a

NAPR4JENI VOLTAGE (R 3)HR

PELECTR I

REAKTIVN REACTIVE (R7)BU

9ELECTR a

DIAPAZON BAND (RI)SR

PELECTR a1

RAK CANCER (RZ)FR

9MED a 1

NAVARIVANI WELDING (R3)HR

PMETAL a1

NAKALIVANI ANNEALING (R3)HU

pMETALa I
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REWETK LATTICE (RZ)OR
PCRYST a1

4DR TESTICLE (R3)BR
PANAT aI

RAK CANCER (RZ)FR
PBOT e 1

IGL THORN (RZ)OR
PBOT a1

IGL SPINE (RZ)OR
PZOOL 

11

RAK CRAYFISH (RZ)FU

PZOOL a1

and so forth.

All of these entries would also have to be stored under a confix, say

pv, which would match on any of the given field-codes, as follows:

REWETK GRID (RZ)OR

REWENI DECISION/SOLUTION (R2) 7R
p a

QEP6 CHAIN (RZ)SR
p a

V I

NAPR4JENI EFFORT (R3)HR
p a

REAKTIVN REACTIVE/REAGENT (R7)BU
p, al

DIAPAZON RANGE (R1)SR

v 1
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RAK CRAYFISH/CANCER (RZ)FR
pv aI

NAVARIVANI COOKING (R3)HR
pv a

NAKALIVANI INCANDESCENCE (R3)HU
pv al

4DR NUCLE (R3)BI
Pval

IGL NEEDLE (R2)OR
pv al

As can be seen, this technique is very flexible, and would

lend itself very well to future changes in field classification. It

also has the important advantage of utilizing the general dictionary,

with its wealth of lexical data, for translating any desired field.

For unlisted articles, the meaning of ambiguous vords would be

gotten from the pv table.

Plans were made and the work has already started on re-

organizing the RMD along the lines discussed above, and for this

purpose a list of 1 3 very basic and useful (from the standpoint of

AF requirements) fields has been established.

Following is a list of these fields together with the codes that

will be used for their identification:

Aeronautics and Aviation A

Biology B

Chemistry C

Mechanical Engineering D

Electrical Engineering and Electronics E
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Metallurgy F

Military Sciences G

Medicine H

Mathematics M

Nuclear Physics N

Physics P

Space S

Earth Sciences T

It would be a simple matter to further expand this list, as all that

would have to be done to the dictionary is to enter the affected words

under the new confix representing the added field.

To aid us in the future studies of microglossar y construction

and classificationa complex concordance program was written for

the 7090 computer. The program has the following options:

1. It will produce a complete concordance of a given text

This means that the sentences of the text will be numbered,

and all the occurrences of any given word will be collected

and printed together. Under each heading, or "study word,"

the total frequency of occurrence of that word in the particular

text is given. The actual study word is signaled in each of

the sentences in which it occurs by printing two asterisks

just before the study word itself. A sentence is: printed

only once with any particular study word, although the study

word may occur more than once in some sentences; each

occurrence of the study word is signaled, however, even when

it occurs, more than once in a sentence.
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2. The program will yield, as an option, a "directory"

concordance of a text. Here, instead of printing each

sentence in which each study word occurs, there are two separate

but considerably smaller outputs. The first is a single copy

of the text, sentence by sentence, with the sentences numbered

as they are for concordance purposes., The second output is

the "dictionary, " an alphabetic list of the study words, with

the frequency of occurrence given as above; but instead of

the complete sentences in which each word appears, only the

numbers of the sentences are given. Since 19Isentence-numbers

can be printed on a line of paper, while printing the actual sentences

may take several lines for each, it is clear that the volume of output

from this option is manyfold less than from option 1. For a

million-word text the directory alone may be a foot-high stack

of wide printing paper; the full, option 1, concordance for

such a text would probably be around 20 times as bulky. The

saving in machine-time is equally great.

3. The user may then request a complete concordance of

specific study words in the text. It appears more useful to

produce, for example, a special concordance of a specific

list of prepositions, bound, labeled, and kept separate, and

then another concordance; say, of reflexive verb-forms,

than to request the complete concordance of every %word in a

very large text. This option is available with either option 1

or option 2; that is, one does not need a directory of a text

in order to request a full concordance of any particular items.
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4. This option is the complement of option 3: in option 4

one requests a concordance (either option 1 or option 2

type) minus specific words. It is assumed, for example that

in a concordance of English-language text the user will not

want a listing of all the sentences containing "lthe," "*a,"1 or

"and"; in option 4 these, and other words not wanted, are

specified, and are then left out of the concordance.

5. On top of any of the above options one can request that

"endings" be removed from actual text words, and the

remaining "items" concorded together. Thus; in English.

one may ask that final -s be removed from all words, thus

presumably bringing together singular and plural nouns,

or plural and singular present-tense verbs. One runs the,

risk of putting together items which do not linguistically

belong together, but the technique turns out to be very

useful in practice.

All the above options are programmed and operating. We

have approximately 7,000,000 running words of Russian. technical

text punched on paper tape. This text has been put on magnetic tape,

and work has begun on concording all of it, separately for each in-

dividual technical field. When the directory concordances have been

made for all the text it is planned to merge them, giving a single

large directory for 7,000,000 words. This will be used for many

purposes, among them microglossary studies, studies toward a

semantic classification of the dictionary, and checking the com-

pleteness of the RMD.

In addition to this, a program has been Written to extract from
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the directories those study words above a given -- optional -- fre-

quency of occurrence.. These extracted study words are then sorted

on the endings, a technique which in Russian brings together

syntactically similar items: because of the high degree of inflection

in Russian, words with the 'same characters at the end are very

likely to be of the same part of speech. A relatively small amount

of human intervention is then necessary to separate out the members

of any such group which do not linguistically belong there. Another

program the-n removes the endings from the full study words, pro-

ducing stems. This ability is useful in the production of special

dictionaries, or in updating an existing dictionary on the basis of

lacunae actually found by testing with real text.

Z.1.4. Multipass Routines

The control section which contains the analytic routines of the Multi-

pass dictionary has been augmented to Z5, 000 entries. For the

sixteen-pass translation system, passes zero, 1, 2, 3, 4, 5, 6,

8, 9, 10, 12, 15 and 16 have been completed and demonstrated with

a limited vocabulary which nevertheless thoroughly tests the

feasibility of the system. The vocabulary of approximately 800

Russian stems is represented by 900 Search Input State (SIS) entries

and Z000 Pass 16 English readout entries. The increased number

of SIS entries is due to "longest match" considerations and the

absence of Process State routines to perform morphological deriva-

tion of parts of speech. The increased number of English readout

entries provide the improved output translation of Russian stems

by providing alternate translations according to the "meaning pre-

ference" tags in the Process Word format; this tag is updated on
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the basis of syntactic and semantic linkages established between

the constituents of the sentence, and the updated tag represents a

reduction in the semantic ambiguity of an input Russian stem.

The Z5,000 entries in the control section constitute the

routines which perform the syntactic and semantic analysis of input

sentences by table lookup. The sentence structure is determined to the

degree necessary to reduce grammatic and semantic ambiguity, to

perform word re-arrangement, and to make insertions of English

connecting words (such as "of," "by," "to") or English verbal

auxiliaries to form compound tenses.

The Multipass routines consist of elaborate tables which

match and link noncontiguous elements of the sentence. Both

syntactic and semantic linkages are established by the appropriate
4

routines. Some basic programming techniques have been'developed

and are applied universally in routines of the various passes. Rep-

resentative routines and programming techniques which are now in

practice are enumerated below.

Transliteration - When the SIS entries fail to find an input

word (either the stem or the ending), the entire word is transliterated

in the output. Numbers or other symbols interspersed in the text

are treated similarly. Transliteration requires two steps. An SIS

routine determines the length of the input word and transcribes it

character for character into a variable-length Process Word with

special part-of-speech tags. Ordinarily, only limited possibilities

exist for the analysis and linkage of such Process Words during the

subsequent Process State processing. During the English readout

stage of Pass 16, another routine recognizes the part-of-speech tags
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and proceeds to transliterate the input characters into their output

equivalents.

Establishment of Linkages - A basic programming technique

is common to the establishment of all linkages. The routines which

establish the different types of linkage differ only in the parameters

which are matched by the entries. For economy in the matching

entries, two stages of lookup are customarily used. The first stage

performs a preliminary scan for some. basic patter.n (of parts of

speech, for example) which may involve either two or three elements

of the sentence. The preliminary scan proceeds either to the left or to

the right from any chosen word and locates the Process Words whose

parameters (part-of-speech tags) satisfy the necessary conditions

for the linkage. Intervening words are selectively skipped as desired.

Having found the pattern, this stage sets index registers to indicate

the locations of the linked Process Words. Typical entries are shown

below. The parameters of the example are part-of-speech tags.

(1) Locate an "NN" to the left.:

(PZ)B. + *NN T", (EC) p C

(P2)B + * T (EA)

(PZ)B + *000 (PHI) T t4 AB

If the Argument Index Register (AIR) is now pointing to an "NN"

the first entry matches, and the "(EC)" instructions set the Con-

tinuation Index Register (CIR) at the location of, the Process Word on

the right, in preparation for the next search among entries which

are prefixed with "(PZ)C" in paragraph (2). If the current Process

Word is not an "NN", the (EA) instruction in the second entry sets
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AIR to the location of the Process Word on the left, and the above

procedure is repeated. If the beginning of sentence is encountered

before an "NN" is found, the third entry matches a special Process

Word containing a "(PHI)" symbol and causes an exit to the "(PZ)

AB" routine (not part of this example).

(2) (a) Locate an "NA" to the right of the "NN":

(PZ)C + * 00NN(DC)*O0NA T u D

(PZ)C + * T (EA) • B

If the "NN" is followed immediately byan "NA," the first entry matches

and causes an exit to the "(PZ)D" routine for further analysis; the

(DC) instruction in the argumenit utilizes the pre-set address in the

CIR register and causes immediate advance to that location. Thereby,

the parameters in two contiguous Process Words are matched in one

lookup. If this match fails, the second entry returns to "(PZ)B" to

locate another "NN" to the left, as in paragraph (1).

(Z) (b) Locate an "NA" to the right of the "NN" with skipping

permitted over only "X" and "Q":

(PZ)C + *00NN(DC)*O0NA T M D

(PZ)C + *0/NN(DC)*'00X T (DC), (EC)

(PZ)C + *0ONN(DC)*O0Q T (DC), (EC)

(PZ)C +* T (EA) # B

The first entry is identical to that of the preceding example; however,

because of the effect of the second and third entries, the (DC) instruc-

tion now causes the linkage of "NN" and "NA" items in noncontiguous,

as well as contiguous Process Words. If an "NA"' is not immediately

to the right but either "X" or "0," is, the second or the third entry
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matches. In the function field, the (DC) instruction causes an advance

to the location of the "X" or "Q" (just as the (DC) instruction in the

argument did). Then the, "(EC)" instructions set the CIR register

to the location of the Process Word to the right of that point, with

the result that noncontiguou.s words will be processed if the contents

of CIR are used. Because no change in confix is specified, the next

lookup will again involve the. above entries prefixed with "(PZ)C".

If "X" or'IQ" Process Words occur in succession, they will be skipped

successively by recursive matches until either the desired linkage

is made by a match with the first entry or else skipping is terminated

because of a part-of-speech tag other than "X" or "Q." The. fourth

entry terminates skipping and returns to "(PZ)B" in order to locate

another "NN" and restart the. entire procedure from that point.

When the elements of the desired linkage have been located

by a procedure such as the example above, the second stage of the

routine performs detailed analysis of the selected Process Words.

Because the contents of AIR and CIR (and another index register,

MSKR) are available, this analysis is effective regardless of the

positions of the words in the sentence. The analysis is performed

by means of tabular entries which enumerate all desired com-

binations of grammatical, semantic, or processing tags in any of

the selected words.. One entry in the table matches the given con-

figuration and thereby identifies the linked items in detail. The

result of the analysis is recorded by updating the tags in any or

all of the linked words according to the degree of ambiguity which

has been resolved. This information is then available in the Process

Words for still further analysis during subsequent passes. The

information is highly codified according to a standard format and
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convention. Typical entries for such analysis are given belqw.

This stage of the routine is entered by changing the secondary confix

symbol to "D" as was done by those previous entries containing
"I • D. It

(PZ)D + *OONN(DP17)DXC(DC)*OONA(DP 18)TVT(DP7)X(DC)(DP7)Bp.E
(PZ)D + *OONN(DP17)DXD(DC)*OONA(DP18)OST(DP7)X(DC)(DP7)Dp.E
(PZ)D + *OONN(DP17)IXJ (DC)*OONA(DP18)PTT(DP7)A(DC)(DP7)Fý±E
(PZ)D + *OONN(DP17)DXF(DC)*OONA(DP 18)OST(DP7)X(DC)(DP7)DýtE
(PZ)D + *OONN(DP17)IXJ (DC)*OONA(DP18)QFT(DP7)A(DC)(DP7)CGtE
(PZ)D + *OONN(DP17)IX1 (DC)*OONA(DP18)OST(DP7)X(DC)(DP7)DjtE
(PZ)D + *OONN(DP1 7)DXL(DC)*OONA(DP18)OST(DP7)X(DC)(DP7)Dp.E
(PZ)D + *OONN(DP17)DX1 (DC)*OONA(DP18)DQT(DP7)X(DC)(DP7)X1 ±E
(PZ)D + *OONN(DP1 7)IX6 (DC)*QONA(DP18)IPT (DP7)X(DC)(DP7)Xj±E
(PZ)D + *O0NN(DP17)DX1 (DG)*OONA(DP18)ýTVT(DP7)X(DC)(DP7)F1 ±E
(PZ)D + *OONN(DP17)DX6 (DC)*OONA(DP18)OST(DP7)X(DC)(DP7)DptE
(PZ)D + *OONN(DP17)IYG (DC)*OONA(DP18)VW-r(DF,)A(DC)(DP7)D•E
(PZ)D + *OONN(DP17)IYG (DC)*OONA(DP18)MPIDP:7)D(DC)(DP7)AfLE

Word Order Routine - This routine in Pass 16 establishes

the order in which Process Words are to be translated-into English

on the basis of word re-arrangement tags r lr 2 which appear in the

Process Word format. These tags are filled in during the preceding

Process State analysis. The sequence of re-arrangement tags, from

each Process Word to the next, indicates linked word groups or phrase

structure within the sentence. The present routine accomplishes

only first-order re-arrangement; that is, the arrangement of

relatively major phrases as specified by the r 1 tag. Second-order

re-arrangement, specified by r 1 r 2 together, would provide also

for the re-arrangement of words or subphrases within a major

phrase. For only first-order re-arrangement, the r 2 tag is always

"." and the r 1 tag has one of the following codes;
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". " This word remains in its relative position.

"P" A word or group to the right with tag "N"
is to precede this word (or group) with tag "IP",

"N" This word and all successive "N" words

are to be translated before the "P" words on
the left.

Thus, as a result of prior analysis, the following configuration of

r1 tags might appear in a sentence, and the corresponding Process

Words would be translated in the order indicated:

(bos) . * P P N N N P N N P P P N (eos)

2 2 6 7 3 4 5 8 11 9 10 13 14 15 12

Closely associated with the word-order routine is the word-insertion

routine which examines the Insertion tag in each Process Word before

that word is translated. The value of this tag determines the insertion

to be made in the English output.

2.1.5. Conversion of RMD to Multipass Entries

The Russian Master Dictionary has undergone considerable revision

and updating to improve the lexicon for Multipass usage as well as

for Bidirectional Single-Pass usage. Further classification of RMD

entries has been accomplished by the application of new computer proc*-

essing techniques. These efforts are directed toward organization of

the lexical data in a form suitable for the automatic generation of

full-scale Russian Multipass dictionaries in a truly general way.

Heretofore, only the "backup" entries for Pass 16 English readout

could be produced from RMD by computer without any human inter-

vention.

Each RMD entry consists of four fields: Acquisition Number,

Argument (Russian), Function (English), and Confix (grammatical

classification). This format is primarily oriented toward Single-Pass
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translation (including Bidirectional). As an implement to converting

the RMD entriesto Multipass entries, an intermediate file "RMDV"

has been created by annexing to each entry a fifth field, "Field V,"

for general Multipass use. The overall purpose of Field V is to col-

lect explicit codified information which will control a computer pro-

gram to generate the appropriate Multipass vocabulary entries in a

straightforward pass over the RMDV file.

In establishing Field V, an improved system for the assignment

of semantic tags to Russian stems has been implemented by a computer

program. The semantic tags will appear ultimately Within the Process

Word format as a unique, coded representation of each Russian stem.

The improved semantic classification of stems is based on codifying

the root and its affixes (if any) independently. By this procedure,

those RMDV entries whose arguments are morphological variations

of the same root are correlated by the assignment of similar semantic

tags.

The computer program processes each Russian stem in the

RMD file, and by applying basic morphological rules for the derivation

of word forms, it presents a hypothetical trisection of the stem into

its root, prefix, and suffixes. This information is recorded in Field

V. With a minor amount of automatic recoding, this information will

constitute the semantic portion of the multipass entries to be generated.

In the course of processing the Russian stems, the program also

records, in-Field V, a codified trace of its activity in order to classify

the stems according to the applicable morphological rules. The latter

information, when recoded automatically and supplemented manually,

will serve to control the subsequent RMDV-to-Multipass conversion
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program. The program which created Field V includes the following

features:

a. Common linguistic prefixes are isolated from the root.

Normally, the longest possible prefix is removed; for example, prefix

PREDO has preference, over' PRE, and OB over 0. In Field V, equiva-

lent prefixes are represented by the same code; for example, OB and

0 are both codified as OB. By referring also to approximately 1500

common Russian roots, the program performs this task quite ac-

curately. For example, the root VOD is not dissected as VO-D& and

the word OBEGAT6 is dissected properly as O-BEGAT6 rather than

as OB-EGAT6.

b. Common derivational. suffixes are isolated from the root

according to grammatical classifications. The suffixes are identified,

and a codified trace of the formation of the stem from the root is re-

corded in Field V. This analysis is not restricted to the 1500 common

roots.

c. Endings are truncated from full-word entries whose pur-

pose in the dictionary is to prevent false shorter matches. These

entries are identified by the occurrence of a (DPn) instruction in the

Function field.

d. The program correlates pairs of entries which differ by

a "mobile vowel. "

e. The program correlates the root forms which differ

morphologically by a change in the final consonant. For example,

the root ALC is transformed into ALK when recorded in Field V. By

a similar transformation, the tort/tolt groups are identified and cor-

related; for example, GOLOV is transformed into GLAV by the pro-

gram. Among the 1500 common roots, even more extensive correlation

¢ A:
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is performed by assigning identical root codes in Field V. Thus, the

alternate root forms DR, DER, DOR, DAR, DIR, DYR are correlated.

f. When a stem is derived from either of two. homographic

roots, the program examines the morphemes adjacent to the root to

resolve the ambiguity. After this analysis the roots, homographic in

Russian, are distinguished in Field V by the assignment of distinct

semantic codes. For example, Field V distinguishes, with fair re-

liability, between stems derived from VOD "water" 'and those derived

from VOD "to lead." This analysis is applicable only to the common

roots furnished to the program.
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EXCERPT FROM THE RMDV FILE SHOWING CORRELATION BY SEMANTIC TAGS

MNOGOVODN abounding in water (R7)BU )VODN)XM
MNOGOVODNOST abundance of water (R2)V U )VODN)XM-OST
BEZVODEN anhydrous (R7)BU )VODN)BZ
BEZVODN anhydrous (R7)130 )VODN)BZ
013VODN surrounding (R7)HO )VODN)OB
OBVODN4 irrigat (114) BE )VODN)013
OBVODN4T(PN) (DP6) irrigat (R5)CE )VODN)OB
OI3VODNI (DP6) irrigat (R5)CE )VODN)OB
OBVODNH (DP6) irrigat (R5)CE )VODN)OB
OVODN irrigat (R4)BE )VODN)OB
OBVODNEN irrigated (R7)V U )VODN)Ofl-N
OBVODNENI irrigation (R3)HU )VODN)OB-ENI
OVODNENI irrigation (R3)HU )VODN)OB-ENI
OBVODNITEL6N irrigating (R7)EU )VODN)OB-TLN
PODVODN underwater (R7)HU )VODN)PD
PODVODNI submariner (R3)DR )VODN)PD-NIK
PEREVODN tran slated /trans ferred (R7)H-U )VODN)PE
PEREVODNIK adapter (RI)SR )VODN)PE-NIK
VVODN introductory (R7)EU' )VODN)WO
VYVODN discharge -(R7)HU )VODN)WY
VZVODN platoon/cocking (R7)HU )VODN)WZ
ZAVODN clockwork (R7)HU )VODN)ZA
ZAVODN4 flood (R4)BC )VODN),ZA
ZAVODNI (DP6) flood (R5)CC )VODN)ZA
ZAVODNH (DP6) flood. (R5)CC )VODN)ZA
ZAVODNEN flooded (R7)VU )VODN)ZA-N
ZAVODNENI flooding (R3)HU )VODN)ZA-ENI
NADVODN above water (R7)EU )VODN)ND
NAVODN4 (DP6) flood (R5)BC )VODN)NA
NAVODNI (DP6) flood, (R5)CC )VODN)NA
NAVODNH (DP6) flood (R5)BC )VODN)NA
NAVODNEN overflowed (R7)V U )VODN)NA-N
NAVODNENNOST overflowing (RZ)V U )VODN)NA- NNOST
NAVODNENI flood (R2)7R )VODN)NA-ENI
PROVODN wire (R7)HU )VODN)RO
PROVODNI c on duc to r (R3)DR )VODN)RO-NIK
RAZVODN s eparating (R7)HU )VODN)RZ
SVODN summary (R7)EU )VODN)SO
SVODNICA procur (R4)AE )VODN)SO-NICA
SVODNICESTV procuration (R3)FU )VODN)SO-NICESTV
SVODNIC ESK pandering (R7)EU )VODN)SO-NICESK
(R3)VBV+VYVODIL (DP6) led out/concluded (R 6)V BV )VOJ)WY
VYVODIMOST derivabilit (R2 )SY )VOJ)WY-MOST
NIZVODIVW bringing down (R7)WU )VOJ)NI-VW
PROVODIMOST conductance (RZ)VU )VOJ)RO-MOST
PRIV ODIMOST reoducibility (R2)V U )VOJ)RI-4vOST
SVODIMOST r eduicibilit (R2)SY )VOJ)SO-MOST
ZAVODIWK factor (R2)13Y )VOJ)ZA- Wl
ZAVODIWEK factories (RZ)BU )VOJ)ZA-WK
OTYODITEL diverter (RI)SR )VOJ)OT-TL
PREDVODITEL leader (RI)AR )VOJ)RD-TL
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This excerpt from the RMDV file shows how the semantically

related stems are associated by the computer program. Not shown

are the Acquisition Numbers of the entries or the highly codified

derivational tracing information. With reasonably good reliability,

semantically equivalent stems have been codified identically and

uniquely, while morphologically related entries have received similar

semantic codes. Although this task is not entirely computable, further

mechanical processing of the RMDV file, with human intervention,

will quite efficiently refine these perfunctory results. The juxtappsi-

tion of related entries in the file enhances the feasibility of mechani-

cally discovering inter-entry relationships. Such relationships will

assist. in the refinement of RMDV and will also be exploited in genera-

ting a highly efficient multipass dictionary.

After refinement of RMDV, the suffix information will be com-

pressed to two-character codes, and the tracing information (not

shown above) will be converted into control information for the RMDV-

to-multipass conversion program. The eventual format of Field V

will be as follows:

rrrr pp ss cccccc

where rrrr is the root code

pp is the prefix code

ss is the suffix code

cccccc is the conversion control information.

The first eight characters constitute the semantic tags to be substituted

directly into multipass vocabulary entries.

A typical multipass vocabulary entry to be generated for the

Search Input State is as follows:

RUSSIAN T(F--), (DPn) rrrrppss . .*(B--) p pp
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During Mark-II operation, this entry matches a Russian stem and

transcribes it into an intermediate-language Process Word in the

Process Region. Initially this Process Word consists only of the for-

ward and backward length tags and the semantic encoding of the Russian

stern. The confix pp directs the subsequent search to look up the re-

mainder of the Russian word in a common set of endings tables; this

lookup operation supplies part-of-speech tags and other codified

grammatical information.

Further updating of the Process Words is performed during

the Process State analysis of the entire sentence. Elaborate tables

of control extries are searched to link the constituents of the sentence

and to determine sentence structure to the extent necessary to resolve

semantic and grammatical ambiguities of the individual Process Words.

As the final step, the English translation of each Process Word

is obtained by searching the vocabulary entries of the Process State.

A typical such entry is as follows:

(P 16) 0 1+*00qq(DPn) rrrrppss x T, (EA) (OD) English p,

where qq represents part-of-speech tags, x is a possible meaning

preference tag, and (EA) and (OD) are Mark-II instructions. The con-

fixing provides for appending English suffixes, word insertion, and

word re-arrangement by the appropriate Process State routines.

Although the prior state of the RMD file would have permitted

the automatic generation of similar entries with arbitrary semantic

tags, this task was postponed in view of the significant improvement

in organization achieved by the implementation of Field V. With Field

V , inter-entry relationships can be discovered and exploited by. me-

chanical means. This will afford more economical processing of the

lexical data and will produce more compact and efficient multipass

dictionaries.
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Prior methods of generation would have converted every RMD

A. entry into at least two multipass entries (one Search Input State and

one Process State "backup" entry). Additional Process State vocabulary

entries to encompass meaning preference would necessarily have been

prepared manually. However, the cccccc data in Field V will serve to

suppress the generation of extraneous entries or to generate additional

entries as required (such as for meaning preference). Conditional

choice in the format of generated entries is also provided. For example.

whenever several entries have identical semantic tags (after refine-

ment of RMDV), each RMDV entry may require conversion to a Search

Input State entry, but a single Process State entry will suffice for

English readout. Field V will also indicate the degree to which de-

rivational analysis can be performed on the Mark II; in this case,

certain SIS entries can be suppressed when the appropriate derivational

routines are included in the control dictionary.

The cccccc data, by its nature and method of derivation, will

tend to make explicit the purpose of each argument in the RMDV lexi-

con. By changing interpretive parameters in the RMDV-to-Multipass

conversion program, complete flexibility is possible. Thereby, the

conversion program is not restricted to any particular multipass trans-

lation process nor to any specific multipass dictionary organization.

New techniques of analysis or translation by table lookup can be readily

embodied in a full-scale multipass dictionary.
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2. 2 Linguistic Research

2. 2. 1 Housekeeping

2. 2. 1.1 Introduction. Practical machine recognition of the

syntactic structure of random, natural language sentences is not a

straightforward task that can be accomplished by the use of rudi-

mentary linguistic and programming techniques. The most sophisticated

and powerful linguistic theories must be applied; and, since at present

the pertinent area of linguistic theory is undergoing extremely rapid

development, application unavoidably involves evaluation, re-

finement, and extension of the theory. Moreover, if the goal is a

practical. and economical recognition system rather than a demon-

stration ''in principle, " the programming must be specially tailored

to fit the linguistic formalism.

If the problem were less complex than it actually is, or if

some of the complexities could be permanently ignored, there would

be no need to devote special attention to communication between the

linguist and the programmer. Each could be more or less independ-

ent of the other. The linguist could state his rules Without worrying

about whether they were programmable (in a practical way) and the

programmer could program the linguist's rules without very much

understanding of their underlying structure. Of course, such under-

standing by the programmer is always desirable, but need not always

be essential. However, the crucial need for the development of

effective communication between the linguist and the programmer

in language data processing is amply demonstrated by the fact that,

at present, despite several years of serious effort to incorporate

the relevant achievement of linguistic science into MT programs,

there remains large areas of sound accomplishments in grammatical

description (particularly at the sentence level) which seem to be

too complex for inclusion in current programs.
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The problem of linguist- programmer communication has of

necessity been 'faced by every MT group in the country and has received

a fair amount of discussion in the literature, at conferences, etc.,

However, the problem has not been formalized. Thus, each individual

group can simply describe its procedure, with perhaps some discussion

of evolution, motivation, special features, etc., but cannot characterize

it in terms of some generally accepted classification framework or set

of categories.

The existing procedures fall roughly into three groups. In one

group, there is little explicit attention to linguist.- programmer

communication. There will of course be some grammatical coding

conventions and there may be some flow-charting or rule-writing

conventions, but for the most part, the linguist prepares his material

in whatever form suits him, and then attempts, through informal dis-

cussion, to explain to the programmer as much as he seems to need to

know. This procedure may seem to work at first, but the usual result

is that after awhile the linguist is surprised to find that minor linguistic A

modifications or additions entail a major programming 'effort or, even

worse, cannot be done practically within the existing program. Finally,

the program becomes an unwieldly patchwork, becomes unmanageable,

and must be completely rewritten from scratch. The objection to this

procedure is not that programs must be radically revised or completely

rewritten periodically, but rather, that the evolution of the programming

is not controlled by the evolution of the linguistic conceptions.

In the second group, linguist-programmer communication is

effected by making the programmer dominant; i. e., practical (or at

least feasible) programming is ensured by selecting particular program-

ming devices (for example, pushdown storage). The linguist is then

forced to limit himseli to statements, of a form permitted by the particular

programming devices selected. Again, the objection to this procedure
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is not that particular programming devices are selected (in fact, one

of the main purposes of, explicit attention to "housekeeping" is to provide

a sound linguistic basis for such selections), but rather, that the criteria

for selection are dominated by programming convenience rather than

linguistic necessity.

In the third group, an attempt. is made to eliminate the program-

mer entirely by setting up a special linguist's programming language.

Initially, programmers are needed to write interpreters and compilers

for the special programming language, but once the job is done, the

programmer is no longer needed, and presumably the linguist effectively

has direct access to the machine. This approach has some merit and

will probably be useful in the future (not the immediate future), but it

is completely useless for present production purposes and is at best of

only marginal suitability for current research purposes. The idea of

an explicit special linguist's programming language is of essential

significance (and is also one of the main purposes of explicit attention

to housekeeping). but the attempt to eliminate the programmer is pre-

mature. A special linguist's programming language must be based on

an explicit statement of the types of structure which the linguist uses

in linguistic description, and on the types of manipulations which are

performed on these structures either as an essential part of linguistic

description or as a part of mechanical sentence analysis. Such a pro-

gramming language will be useful to the linguist just to the extent that

it is restricted to express no more and no less than the linguist needs.

But this area of linguistic science is undergoing extremely rapid (in

fact, revolutionary) development at present, which means that the more

useful (,through suitable restrictions) a programming language is to the

linguist, the more rapidly it will tend to become obsolete. If the pro-

gramming language is continually modified, then programmers will

continually be needed to make the necessary changes in. the interpreter

and compiler associated with the programming language. Thus, in
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order to eliminate the programmer for some reasonable length of time,

the programming language would have to be made more general (less.

structured) than necessary. But then, in order to express linguistic

structure, the linguist must in effect add structure to the language;

i. e., he must do some programming. Thus," the programmer has not

been eliminated, but rather, the linguist has partially been turned into

a programmer. This not only hampers the linguist, but also usually

results in programs which require much more machine running time

than necessary.

The above discussion of the strengths and weaknesses of current

approaches to linguist-programmer communication is intended to

emphasize the importance of the problem and to show that further

research in this area will certainly provide more economical techniques

in language data processing, and may in fact be essential if the machine

techniques are to be kept up-to-date with respect to developments in

linguistics or are to contribute to such development.

Before proceeding to the discussion of the approach proposed

herein, it will be useful to attempt a general statement of the problem.

From the point of view of'the linguist (or almost any user, for

that matter) the general-purpose computer is essentially unstructured

(hence the name "general-purpose" computer). None of the individual

machine instructions (CLA, TIX, etc. ) have any linguistic significance.

Each elementary linguistic operation such as "rewrite X as Y + Z

keeping track of the fact that this particular Y + Z is an expansion of

this particular X, " or "scan the sentence to the left for an occurrencca

of word class U but don't pass over any occurrences in word classes Vor

W, or "test item A and B for grammatical agreement,. " etc., requires

a large number of appropriately selected and ordered machine instruc-

tions for its execution, i. e., requires a more or less complicated pro-

gram written in machine language. A set of elementary linguistic

operations could have a corresponding set of machine language programs.
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However, it usually turns out in practice that many of the machine

language programs in the set would have one or another part in common.

Therefore, in order to achieve optimum programming economy, the set

of elementary linguistic operations is realized not by a corresponding

set of machine language programs but by a program consisting of a set

of subprograms none of which corresponds to any of the elementary

linguistic operations. This program in effect adds structure to the

computer. However, despite efforts to achieve optimum programming

economy, the structure added to the computer by the program may not

correspond very closely to the syntactic structure with which the

linguist operates. The fact that a program "works" proves nothing.

For example, if airline routes were arranged in such a way that to

travel between any two cities in the United States, one had to go by way

of the North Pole, the system would "work" in the sense that travelers

would reach their destination, but it would be obvious that the airline

route structure did not correspond very closely to the structure of opti-

mum passenger traffic. In the case of language data processing, the

lack of close correspondence is usually not obvious until the linguist

tries to modify his system and finds very little correspondence between

the magnitude of a linguistic modification and the magnitude of the

corresponding modification of the program or the magnitude of the effect

on machine running time.

Summarizing, our objective in general terms is to develop a

procedure for linguist-programmer communications which will enable

us to achieve the desired correspondence between linguistic and program

structure.

2. 2. 1. 2 Preliminary Investigation. As a first step, the linguist

must make an explicit statement regarding:

1. The type of structures to be represented,

2. The manipulations to be performed on these structures,

3. The search strategy.
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This statement should not be a description of a particular recognition 71A

scheme adapted to a particular language, but rather, should be suffi-

ciently general to be adaptable to any language. It is important to note

that the aim is not some absolute notion of maximum generality (a

Turing machine or a general-purpose computer or the axioms of set

theory) but a restriction to just the generality needed for linguistic

description. If the statement is too general, part of the programming

will have to be done, in effect, by the linguist. If the statement is too

restricted, the linguist. will have lost some necessary descriptive

power.

Some preliminary work has already been done on parts (1) and

(3) of the linguistic statement. The work on part (3) is described in the

section of this report entitled Search Strategy. A description of the

work on part (1) is given below.

The basic type of structures considered thus far can best be

described as ambiguous trees. In the definition of a tree, a node has only

one node above (i. e., only one branch entering it) and any number of

nodes below (branches leaving it). An unambiguous sentence or one

particular interpretation of a syntactically ambiguous sentence can be

represented by such a tree. See, for example, Figure 2.2-1 which

illustrates the representation of a Russian sentence in terms of an

oversimplified grammar containing only four kinds of syntactic rela-

tions (P-predication, C-complementation, M-modification, J- conjunction).

The dotted lines in the figure connect pro-elements and their antecedents

but are not to be considered part of the tree .(in fact, if they were, the

representation would no longer be a tree). This particular example of

sentence structure representation has some special features (such as.

the way the J-nodes are used and the representation of functives)

which are not re levant to the present discussion. A more conventional

and extensive grammar of Russian is shown, in Figure 2. 2-2.
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Ambiguous sentences or ambiguities associated with partially

analyzed sentences could, in principle, be represented by a set of

trees, one tree for each interpretation. If this were done, it would

usually be observed that the various trees in the set had large parts in

common. In Russian, for example, a sentence with a relative clause

might be unambiguous except with respect to the noun modified by the

relative clause. Then, instead of having several complete trees, we

could describe the sentence by a main tree representing the sentence

minus the relative clause, and a second tree representing the relative

clause, with an appropriate indication that the relative clause tree can

be attached to the main tree at any one of several points. If the relative

clause contained an ambiguity within it, it in turn could usually be

represented as a main tree and a subtree without altering the remaining

part of the representation.

The space-saving achieved by the type of representation described

above is quite impressive. If a sentence contained ten independent ambi-

guities, more than 1000 complete trees would be required, while the

main tree-subtree method would require only 10 partial trees. More-

over, the space occupied by the 10 partial trees plus the appropriate

indicators would not be much greater than the space occupied by a

single one of the 1000 complete trees.

Even more important than the space-saving is the fact that in

addition to representing the total ambiguity economically, the main-

tree-subtree method yields a manipulatable representation of what

might be called the structure of the ambiguity. This manipulatability

is essential for practical machine recognition of sentence structure.

During the process of recognition, temporary ambiguities associated

with partial analysis will continually arise and then be resolved as the

analysis proceeds. It is. obvious that a representation in the form of a

set of complete trees would be hopelessly inadequate to handle this

situation.
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In the example of multiple ambiguity used above, the individual

ambiguities were independent. The situation is more complicated in

the case of dependent or conditional multiple ambiguities. Conside~r

the following representation:

A

B C

D/
,, /

N /

E F
\/

G/

N /

H I

There are two ambiguities here: node D can be attached either to B or

C, and node G can be attached either to E or F. The ambiguities are

called independent if D can be attached to B or C independently of

whether G is attached to E or F, and vice versa. They are called
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dependent if the above representation is accompanied by conditions such

as: if D is attached to B then G must be attached to E and if D is attached

to C then G must be attached to F, or, possibly, if G is attached to E

then D may be attached to either B or C but if G is attached to F, then

D must be attached to B. Dependent ambiguities are very common in

natural language, and are usually much more complicated than this

simple example.

A housekeeping format has been developed for handling the infor-

mation associated with a node in an ambiguous tree (see Figure 2. 2-3).

This information consists essentially of the possible nodes above, the

possible branches below, possible candidates for each branch below, and

the dependencies or conditions which exist between nodes above and

branches below or between different branches below. The types of

conditions are indicated in Figure 2. Z-3 by the symbols j, a, p, -y,

with the following interpretation:

+ indicates required presence (occurrence) of some

specified constituent or grammatical feature.

- indicates required absence (nonoccurrence) of some

specified constituent or grammatical feature.

a indicates an agreement or concordance condiction

indicates a government condition

'Y indicates a word-order condition

The section in Figure 2. 2-3 labeled Address (absolute or floating)

and Entry Number in State List are included for future use in connection

with part (2) of the linguistic statement. However, they cannot be dis-

cussed in detail here because part (2) has not yet been elaborated in

sufficient detail.

2. 2. 2 Search Strategy

Z. 2. 1 Introduction. By search strategy we mean the types and the
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Address

Name (ifEntry no. in State list

B .. of Node Address No. of Address
N____.o___No__e____Nalb a chn drs fnx

Above (abs. or floating) Cond. (node and int. ) -Y PY
• machine address of next S~b

I cond. info.

machine address of next node above info.

No. of I No. of Address No. of[ Ob'lig. br. Name Address Cond. a (node and int.) I 3-y Cand.

- -jmachine address of next
b cond. info.

2 machine address of nex oblig. br. info.

No. of Nae AdesN.of ~Address No. ofý D p. Cond. a a (node and int. ) lop-laB-y Cand-Dmachine address of next

b cond. info.

2 machine address of next op. br. info.

Figure Z. 2-3 Format for the Recording of
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No. of Name Address Noof a Address
y Cand. Cond. (node and int.

machine address of next
b cond. info.

2 machine address of next cand. info.

rding of Node Information.
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sequencing of the operations, manipulations, and intermediate repre-

sentations used in the process of machine recognition of sentence struc-

ture. If natural language sentences were unique syntactically (i. e., if

any given sentence contained sufficient grammatical constraints to per-

mit the assignment of only one structural description), search strategy

would be concerned mainly with economy. There would probably be

many adequate search strategies for any given language and perhaps

several general strategies applicable to any language. Even under such

relatively simple conditions, search strategies would not be simple,

and their experimental testing and evaluation, and theoretical investi-

gations of their properties, would be an important area of MT research.

The importance of such research becomes all the more apparent when

one considers the actual properties of natural language sentences and

the present state of linguistic theory applicable to language data

processing.

The essential features are:

1. Syntactic ambiguity is a characteristic property of

natural language sentences. There are many types of

ambiguity, and in any particular area of language data

processing one type may present more of a problem

than some other type. The degree of ambiguity varies

from sentence to sentence, and some sentences are

syntactically unique. However, it is certainly not the

case that syntactic uniqueness is characteristic of

natural language and that syntactic ambiguity is a rare,

accidental, or abnormal pheoomenon.

2. Theories, models, concepts, notions, etc.., of sentence

structure come in all sizes, shapes, and colors. There

are many competing approaches (transformational,

phrase structure~s of various sorts; dependency, etc.
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which differ widely among themselves not only in

specific details, but in methodology as well, and have

very little common ground on such questions as the

scope or domain of linguistic description and ,methods

for testing and evaluating proposed theories (compare,

for example, the situation in physics or chemistry where

questions regarding the domain of the science and

methods for evaluation of theories were effectively

settled long ago and rarely occupy the attention of the

working scientist).

3. Existing grammars (i. e., application of a more or less

explicit theory, model, or procedure to the detailed

description of particular languages) are very sketchy

and incomplete with respect to the demands of auto-

matic analysis of random text, and will continue to be

so for a long time to come. Even small gaps in the

grammar can lead to large gaps in the analysis of ran-

dom text. This is clear in the analogous case. of an

automatic dictionary. If the dictionary has only a 5%

gap, i. e., 95% of the words in a text are in the diction-

ary, then, ignoring nonuniformities in distribution, if

the text consisted of sentences 20 words long, only 35%

of the sentences. would be free of missing words. Thus,

a 5%/ gap in the dictionary would lead to a 65% gap in

analyzable sentences. Actually, sentences with missing

words can be partially analyzed if there is sufficient

syntactic redundancy, and in the case of highly inflected

languages such as Russian, part of the missing gram-

matical information can sometimes be supplied by

morphological analysis. However, such "emergency"
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procedures, while useful, are of limited effectiveness.

The fact remains that a relatively high degree of dic-

tionary coverage (probably at least 95%) is required as

a basis for syntactic analysis at the sentence level.

Incompleteness of grammatical description is to a

certain extent analogous to gaps in dictionary coverage

in that significant information is missing.

4. During the analysis of a sentence one must operate with

intermediate representations which have no explicit:

counterparts in the traditional structural descriptions

of sentences. This is not a peculiarity of. MT, but is

typical of the use of machines to perform tasks pre-

viously done by humans. Convenient machine pro-

cedures may not parallel the customary human

procedures. Even if the machine procedure is based

on the human procedure as a model, it is frequently

found that some of the corresponding human operations

are performed "unconsciously" and must be made

"conscious" or explicit for the first time in order to

simulate them on a machine. In any event, whether a

search strategy is intended as a model of the human

procedure (a model of the hearer) or is based on other

considerations, it will require study of the properties

of structures and ambiguities associated with partially

analyzed sentences.

All four of the above items involve syntactic ambiguity. In item

1, it enters as an inherent characteristic of natural language. In items

2 and 3, it results from incompleteness of available grammars and

linguistic theories. In item 4, it is associated with representations of

partially analyzed sentences. Each of these sources of ambiguity can
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exist independently of the others. Some' linguists might object to item

1 and argue that syntactic ambiguity is not an inherent characteristic

of natural language but only seems. so because of the inadequacies of

available grammars. This is an important theoretical question but has

very little relevance to the present discussion of search strategies

because the only immediate consequence of one or another answer to

the questions would be a relabeling of the source of a class of ambiguities.

The ambiguities would remain. Even if items 1, 2, and 3 were eliminated

in some way as sources of syntactic ambiguity, item 4 would remain as

a source of ambiguity (or perhaps it would then be called pseudo-

ambiguity). In any event, it is clear that one necessary component of a

search strategy is the capacity to handle syntactic ambiguity.

The position of automatic sentence structure determinations and

associated search strategies within the framework of linguistic theory

is an open question at present. Many (perhaps most) linguists consider

it to be either completely outside the domain of linguistics (a program-

ming problem) or "merely" an interesting app.lication of linguistic

theories and procedures; i.e., if not for the demands of MT. IRand

other areas of language data processing, it would be of very little or

no linguistic interest. On the other hand, Chomsky considers the

domain of linguistic theory to include automatic sentence structure

determination as an integral part, without reference to practical appli-

cations. So far, the only theoretical investigation in this area is

Matthew's analysis- by- synthesis recognition procedure.

2. 2.2. 2 Inadequacy of Current Classification of Search Strategies.

There are about as many search strategies at present as there are MT

projects. These strategies are variously described as left-to-right,

right-to-left, single-pass, multipass, iterative,, top-to-bottom, bottom-

to-top, predictive, fulcrum, etc. However, none of these names
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describes a search strategy, but only one or another aspect of a search

strategy. Left-to-right and right-to-left describe the order in which an

input string is scanned. Single-pass, multipass, and iterative describe

the number of times an input string is scanned. Top-to-bottom and bottom-

to-top describe the order in which the various levels of the structural

representation are determined. In top-to-bottom, the major components

of 'the sentence (subject, main verb, object) are identified before the

minor components (adjectivals, adverbials). In bottom-to-top, fragments

such as noun phrases, prepositional phrases, participial phrases, etc.,

are identified before their function at the sentence level is established.

Since these three aspects of a search strategy (order of scanning the

input string, number of scans, order of determination of the various

levels of the structural description) are at present considered more or

less independent of one another, describing a search strategy in terms of

only one of these aspects tells very little about it, especially since most

of the above-mentioned procedures are idealizations unattainable in practice.

2.2. 2. 3 Preliminary Attempt to Establish a Typology of Search

Strategies. Since, as indicated elsewhere, the currently accepted classi-

fication of search strategy is inadequate, the first step in search strategy

research must be an attempt to establish a meaningful typology of search

strategies based on essential rather than superficial features. Then, the

various types and features can be compared and evaluated experimentally

with regard to areas of effectiveness, economy, generality, etc. These

experiments are simultaneously a test of the initial typology and selection

of essential features and they will provide motivation for modifications.

The classification presented below is intended to serve only as a

starting point for research and is expected to undergo more or less

radical revision and extension as the research progresses.

The three main criteria are:

1. number of passes required for a single interpretation

of a sentence
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2. organization of the passes

3. order of construction of structural representation

Under point 1, we will have either one pass or many passes, i. e., only

two subclasses. The inclusion of single interpretation will avoid confusion

of strategies requiring more than one pass for unambiguous sentences with

strategies which require only one pass for unambiguous sentences and yield

one interpretation per pass for ambiguous sentences. Under point 2, we

will have:

a. an ordered set of passes which are passed through
only once for a single interpretation of a sentence.

b. an ordered set of passes which are passed through
more than once for a single interpretation of a sentence.

c. an unordered set of passes or an ordered set with loops,
the actual sequence of passes for a given sentence being
a function of the structure of that particular sentence.

Under point 3, we will have:

a. definite sequence of levels with the same order for
every sentence.

b. definite sequence of levels but order is a function of
sentence type.

c. simultaneous (several levels are constructed simul-
taneous ly).

Summarizing and assigning tentative names to some of the types, we

have the following:

hAtia Class Subclass Tentative Name

I. Number of pass.. a. one oL.&I. p.e.

b. more than on. plural p...

2. Organdistion ofthe . ordered aot p ... d m.ttipa..

p..... through only once

b. ordered en: passed ite-d-v.

through more than

c, unordered tat or recorslre

ordered but with

loop: activated by

entnce grunder

antlylla,

3. Order olr con.truction, a. defilnite equepco, lHnear and ordered

of structural eame order for

r-pr'e et. tion aUl sequences

6. definite sequence, linear and unordered.
order . function

of sentence type

C. %eneralI level. simultaneous

co nt ructed

almultaneol .ly
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2. 2. 3 Government Information

2. 2. 3. 1 General Discussion The Russian Master Dictionary

extant at IBM Research contaizis a complete morphological specification

of Russian insofar as inflection is concerned and an operationally ade-

quate specification of derivation within Russian. This information

represents very basic data essential to subsequent automatic syntactic'

analysis. The next specification required is a complete or operationally

adequate specification of Russian syntax. Whether an operationally

adequate syntactic specification which is less than complete is possible

will be determined by the development of the evolutionary program in

MT. Even an operationally adequate syntactic specification (or perhaps

particularly an operationally adequate syntactic specification) requires

a very careful formulation of rules on the basis of available syntactic

data in order to avoid the pitfalls of ad hoc rules. Only close and

exhaustive study of. the data can achieve this result. These data are

all the syntactic relationships within and among sentences of the Russian

language. It is practically impossible to divide this universe of inves-

tigation into smaller and more manageable units because of the close

and critical nature of the interrelationship of the parts, but one body of

data can be gathered practically independently of the study involved.

This body of data is termed government in traditional linguistic parlance,

and in the traditional view of grammar it occupies the following position:

- Grammatical Relations

Coordination i Apposition
~ Subordination

Agreement d o Juxtaposition
Government
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All of the aboveý grammatical relations must be explicated in

terms of a much more powerful theory of grammar than that implied

by the labels above. In the area of government, for example, the graxn-

matical essence of the entire sentence

ON BORETS4 ZA SVOBODU SLOVA

(HE FIGHTS FOR THE FREEDOM OF SPEECH)

would have to be specified by an exact set of rules linking the structure

of this sentence with the structures, of all other sentences in the language.

In this s'entence the verb BORETS4 (FIGHTS) is said to govern the

prepositional phrase ZA SVOBODU (FOR THE FREEDOM). In addition;

the above sentence would have to be rigorously and exactly related to

thd following sentence:

MY SLYWAU 0 EGO BOR6BE ZA SVOBODU SLOVA

(WE HEARD OF HIS FIGHT FOR THE FREEDOM OF SPEECH)

where the entire original sentence has been transformed into a noun

phrase with a related verbal noun BOR6BE (FIGHT) exhibiting the same

government characteristics as its verb BORETS4. Obviously, such

formulations are dependent on intensive study of extensive data.

These two tasks -- study of data and the compilation of data --

are certainly closely related. It is easy to claim that data gathering

has enough of a priority over data investigation to justify pursuance of

the former at least simultaneously with the latter. The problem is to

determine whether study and compilation are so closely related that they

must be carried out simultaneously or that the priority of study is man-

datory because of the ill-defined nature of the data. In other words, can

the domain of the data be delimited either accurately or broadly enough

so that an extensive compilation program can be instituted with reasonable

assurance that whole segments of the data need not be reviewed?

Study of this problem at IBM Research indicates that the data

base can be made sufficiently broad enough within reason to permit

'7
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wholesale compilation of grammatical data which can be loosely termed

government. The succeeding paragraphs will be devoted to a presen-

tation and discussion of what material may be subsumed under the label

of government and what other grammatical data may be implied by, and

included in, a study of government.

The discussion of government will be outlined in more or less

the traditional terms of Soviet Russian grammars which were drawn

upon heavily in the initial studies conducted on the data base. Features

of government are characteristic of verbs, nouns, and adjectives. For

all three parts of speech, government may be subdivided as follows:

Direct Government 
Prepositional

Strong Weak Strong Weak

These various aspects or putative aspects of government as traditionally

conceived may be exemplified by verbal government in the following

single sentence:

XITROST6H ON ZAXVATIL RYBU ZA JABRY V PRUDU.

(HE SEIZED THE FISH BY THE GILLS WITH CUNNING IN THE POND).

where strong direct government is represented by the noun RYBU (FISH)

in the accusative case, where weak direct government is represented by

the noun XITROST6H (CUNNING) in the instrumental case, where strong,

prepositional government is represented by the prepositional phrase

ZA JABRY (BY THE GILLS), and where weak prepositional government

is represented by the prepositional phrase V PRUDU (IN THE POND).

In the distinctions drawn above the label "strong," seems to denote a

grammatical element of central importance to the verb of the sentence

while the label "weak" seems to denote a grammatical element that is

marginal, casual or adventitious in the sentence. Admittedly, however,

these labels have been intuitively applied; and it remains for rigorous

grammatical formulation to specify the real basis or bases for the
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distinction. The following paragraphs will list further examples of

these types of government for verbs, nouns, and adjectives.

2. 2. 3.2 Verbal Government. By far the richest and undoubterly

the basic government patterns are to be found among the verbs. Once

real progress has been made in the study of verbal government in terms

of entire sentences and their interrelationships in Russian, then the way

will be cleared to a clarification of nominal and adjectival government.

Additionxil examples of verbal government appear below with thie

governed structures underlined in both, Russian and English. These

examples should serve to illustrate amply the varied structures that

may be governed and the amount of study necessary to fit them into a

theory of Russian grammar.

ON ZAVISIT OT MEN4 (prep. phrase) POMO56H (noun-instr,).

(HE DEPENDS ON ME FOR HELP.)

ONI VYPUSTILI EGO (noun-accus. )'KANDIDATOM (noun-instr.)

(THEY PROMOTED HIM AS A CANDIDATE.)

ON VYRASTAET UMOM (Noun-instr.).

(HE IS MATURING IN MIND.)

KOMMUNIZM GROZIT NAM (noun-dative).

(COMMUNISM THREATENS US,)

DETI DVIGAHT RUKAMI (noun-instr.).

(THE CHILDREN ARE MOVING THEIR ARMS.)

ON DOSTAL EMU (noun-dative) DO PLECA (prep. phrase).

(HE REACHED UP TO HIS SHOULDER.)

3TA DOROGA DOVODIT DO GORODA (prep. phrase) LESOM (noun-instr.).

(THIS ROAD LEADS AS FAR AS THE TOWN BY WAY OF THE FOREST).
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4 ZVONH MONETAMI (noun-instr.).

(I AM J[NG UING COINS.)

ON ZAUVALS4 SOLOV6EM (noun-instr.).

(HE BURST INTO SONG LIKE A NIGHTINGALE.)

GLUBINA OZERA ZAMER4ETS4 MES4QAMI (noun-instr.)..

(THE DEPTH OF THE LAKE IS MEASURED MONTH IN AND MONTH OUT.)

DVER6 ZAKRYVALAS6 PERVOI (adj. -instr.)

(THE DOOR WAS CLOSED FIRST.)

SOBAKA ZAPUTALAS6 NOGAMI (noun-instr.) V SET6 (prep. phrase).

(THE DOG GOT HIS FEET CAUGHT IN THE NET.)

In the examples above, the frequent and varied use of the instru-

mental case is. to be noted. The frequency and variety of instrumental

usages poses a severe problem not only for subsequent study of this

case but also for gathering sufficient information in a compilation effort

of real magnitude. Solution of this problem will necessitate at least a

semantic classification of instrumental types with an accompanying

test set of nouns to be put into the instrumental singular or plural and

matched against each verb. The last four sentences above underscore

another extremely important study area and data-gathering area among

the verbs. This is the area defined by the reflexive verbs in Russian.

This is an important area of investigation, for reflexive verbs are

related in fundamental and varied ways to their corresponding non.-

reflexive forms. In addition, at times these reflexive verbs display

government patterns seemingly unpredictable in terms of those belonging

to their non-reflexive counterparts. Because of its fundamental impor-

tance and complexity, the subject of reflexive verbs will be discussed in

some detail at the end of this section on verbal government.

Closely connected with direct government is the usage of certain

verbs with infinitives and GTO-clauses (that-clauses). In the case of,

_____ ___________________I
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infinitives the infinitival phrase seems to be the transform of another

sentence. For example, in the sentence:

ON GROZITS4.PRIlTI V GOSTI.

(HE THREATENS TO COME VISITING.)

the infinitival phrase PRIlTI V GOST1 would seem to represent a trans-

form of the sentence:

ON PRIDET V GOSTI,

(HE WILL COME VISITING.)

Note that in this case the transformed sentence shares the subject with

the main verb. iIkewise, in the 'sentence:

ONA SKAZALA MNE SEST6 NA STUL.

(SHE TOLD ME TO SIT IN THE CHAIR.)

the infinitival phrase SEST6 NA STUL would seem to be a transform of

the following sentence:

4 S4DU NA STUL.

(I WILL SIT IN THE CHAIR.)

Note that in this latter case the transformed sentence does not share

the subject with the principal verb.

CTO-clauses, on the other hand, are transforms of complete

sentences in which the entire sentence becomes the direct object of. the

principal verb and the transformed sentence undergoes no permutation..

For example, in the sentence

ONI SKAZALI, CTO ON BUDET BOLEN

(THEY SAID THAT HE WOULD BE SICK.)

the stretch CTO ON BUDET BOLEN is the direct object of the verb

SKAZALI and consists of the. subordinating conjunction CTO plus the

independent sentence,

ON BUDET BOLEN

(HE WILL BE SICK.).

It is to be noted that the original sentence during transformation has not

changed at all whereas the corresponding English sentence has undergone
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a change in accordance with the sequence-of-tense rules operative in

English. Another example is to be found in the following sentence:

ON DOKAJET, CTO 4 BYL VINOVAT.

(HE WILL PROVE THAT I WAS GUILTY.)

where the subordinate clause introduced by CTO is again the direct object

of the main verb and where the sentence of the subordinate clause has

been transformed unchanged.

Obviously, these data must be encompassed by a compilation

effort and are, in fact, much more easily accounted for than manifes-

tations of weak government as outlined under direct and prepositional

government above.

2. 2. 3. 3 Reflexive Verbs, As previously stated, the importance of

reflexive verbs in any data-gathering operation such as that in prepara-

tion at IBM Research is not to be overlooked. The category of

reflexivity in the Russian language has long commanded the attention

of grammarians and linguists. Reflexivity, as a category involving the

relationships between the subject and object of an action, is properly

a category of voice. Undoubtedly, the most succinct characterization

of the semantic content of this grammatical category has been made by

Roman Jakobs'on who dichotomizes the category into reflexive versus

non-reflexive and states that the reflexive restricts participation in the

narrated event, while the non-reflexive says nothing about restriction

of participation. If the non-reflexive verb is transitive with two par-

ticipants in the narrated event, one of them is eliminated by the

reflexive. Thus, the sentence

SOLDATY ZA5I5AHT KREPOST6

(THE SOLDIERS DEFEND THE FORTRESS.,)

yields, when the reflexive particle is added, either

SOLDATY ZA515AHTS4

(THE SOLDIERS DEFEND THEMSELVES.)

See Jakobson, Roman: Shifters, Verbal Categories, and the Russian
Verb. 1,957 Publication of Russian Language Project, Harvard University.
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or

KREPOST6 ZA5I5AETS4

(THE FORTRESS IS BEING DEFENDED.)

If the non-reflexive verb is intransitive, the grammatical subject may

be excluded or the sphere of action may be restricted. For example,

the sentence

ON XOROWO JIVET

(HE UIVES WELL. )

may yield the impersonal reflexive

XOROWO JIVE TS4

(ONE LIVES WELL)

And, furthermore, the sentence

ON STUCIT

(HE IS POUNDING.)

becomes particularized upon addition of the reflexive particle to give

ON STUCITS4

(HE IS KNOCKING TO BE ADMITTED.)

In any rigorous formulation of Russian gramma-, envisioned

elsewhere in this report and expected to lead to a truly explanatory

grammar of Russian, the practically all-pervasive category of

reflexivity will play a very important role and must be exhaustively

investigated. It seems expedient at this stage of the work merely to

outline the broad semantic usages of the reflexive voice so that all

verbs encountered can be preliminarily classified for subsequent study.

Accordingly, the following outline of reflexive usages is presented as

a discussion guide to be followed by grammarians collecting data for

grammatical study and improvement of Russian-English machine

translation.
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a. Reflexives Proper

General: The agent of the action is at the same time its object. The

action is not directed to an outside object but rather

"11returns" to the agent. The particle "-S4" is generally

equal to the reflexive pronoun SEB4.

The meaning of reflexivity is clearest when the verb is used in

its non-reflexive form with SEB4 as its direct object. Within present

norms of the Russian language such constructions are not always inter-

changeable. However, their similarity is strongly felt. Note the

following examples:

ON PRIKRYL SEB4 ODE4LOM and ON PRIKRYLS4 ODE4LOM

(HE COVERED HIMSELF WITH A BLANKET.)

JEN51NY CASTO RASSTRAIVAHT SEB4 PONAPRASNU and
JENSINY CASTO RASSTRAIVAHTS4 PONAPRASNU

(WOMEN OFTEN BECOME DISTRESSED UNNECESSARILY).

It may, in fact, be argued that in the last example the second sentence

has strong overtones of what will be discussed later as generally

reflexive meaning.

Within the reflexive forms of the verb the meaning is clearest

with verbs denoting the action directed at the body of the agent who

must be described by an animate noun.

UMYVAT6S4 (WASH ONESELF)

PUDRIT6S4 (POWDER ONESELF)

KUTAT6S4 (BUNDLE ONESELF)

are some of the verbs which fall into this category.

The above meaning is somewhat weakened when the action is

directed at the person of the agent:

ZA515AT6S4 (DEFEND ONESELF)

OPRAVDYVAT6S4 (JUSTIFY ONESELF)

SDERJIVAT6S4 (RESTRAIN ONESELF)
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The majority of the properly reflexive verbs, especially in

their non-reflexive forms fall into the category of "concrete action"

verbs as described in the traditional grammar.* 4,

Some of the "non-concrete" action verbs, although close to the

meaning of reflexives should be classified under the category of gen-

erally reflexive verbs. Thus, in the case of such verbs as

OSVEJIT6S4 (FRESHEN UP),

UTOMIT6S4 (GROW TIRED),

POZABAVIT6S4 (AMUSE ONESELF)

and some others, it is really difficult to argue that they can be replaced

by their non-reflexive form and SEB4, since what is implied is a transi-

tion from one state to another and not any specific action. Generally,

the distinction here may be drawn between perfective and imperfective

forms of the verbs. While the perfectives may be called reflexives

in some marginal cases, the imperfective forms should, it seems, be

classed as generally reflexive.

Among properly reflexive verbs, perfective forms should be

translated actively irrespective of their subject. Imperfective verbs

appearing with animate subjects should be translated actively as well.

If, however, they combine with an inanimate subject, they become

passively reflexive and should be translated passively.

b., Reciprocally Reflexive' Verbs

General: This group unites verbs which describe an action taking

place, between two or more agents or groups of agents.

The meaning of the particle "-84" is equivalent to:

In the present analysis, the distinction between "concrete" and "non-
concrete" action verbs is decided solely by the ability to combine with
a group of adverbs oi degree: OCEN6 (VERY), CUT6-GUT6 (A LITTLE),
SLIWKOM (EXCESSIVELY) and some others.
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DRUG DRUGA or ODIN DRUGOGO (ONE ANOTHER),

e. g.o SOLDATY VSTRECAHTS4 = SOLDATY

VSTRECAHT ODIN DRUGOGO

In their non-reflexive forms, where these are possible*, the

above verbs require an object which is capable of the same action as

the subject:

DEVUWKA QELUET MAT6 (THE GIRL KISSES HER MOTHER)

where the reverse is also possible.

MAT6 QEWET DEVUWKU (THE MOTHER KISSES THE GIRL).

The meaning of a reciprocal action is clearest when the agent of

the action appearing as the subject is grammatically connected to the

other agent by means of the preposition "S" governing the instrumental:

DEVUWKA QELUETS4 S MATER6H

(THE GIRL AND HER MOTHER ARE KISSING ONE ANOTHER.)

SOLDATY VSTRETIUS6 S LETCIKAMI

(SOLDIERS MET WITH THE PILOTS.).

It should be noted that while this construction is optional when at least

one of the agents is in the plural, it is obligatory when both are in the

singular.

The above construction with "S" may with some verbs introduce

the meaning of a mutual action:

OB7EDIN4T6S4 (UNITE)

WEPTAT6S4 (WHISPER TO ONE ANOTHER),

SSORIT6S4 (QUARREL)

and some others.

Note that the relationship between the reflexive and non-reflexive
form is frequently complicated (SOVETOVAT6S4 - TO CONSULT,
PEREPISYVAT6S4 - TO CORRESPOND WITH SOMEONE)
or lost (RASXODIT6S4 - TO DISPERSE, SOREVNOVAT6S4 - TO
COMPETE).

Further, there are some non-reflexive verbs with reciprocal
meaning: BESEDOVAT6 (TO CONVERSE), SPORIT6 - (TO ARGUE)
DRUJIT6 - (TO BE FRIENDS WITH SOMEONE).
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At present, however, this, distinction is not very significant for

machine translation.

A variant of' the preceding is represented by some of. the intransi-

tive verbs of motion which can combine with the prefixes RAZ- and S.

and the particle "1-S4. it

SXODIT6S4 (COME TOGETHER)

RAZBRESTIS6 (WANDER APART)

Some of the other reflexive verbs formed by prefixation are discussed

elsewhere (see (f) below).

As is true of properly reflexive verbs, most. reciprocally

reflexive verbs are used with animate subjects. Passivity is not

apparent in cases where the inanimate subject is found. It should be

noted also that the meaning of many of imperfective reciprocal verbs

tends to approach that of active objectless verbs (see (d) below).

In general, the translation should be active for both perfective

and imperfective forms.

Some problems arise in regard to generalized statements like A

TAKIE LHDI REDKO VSTRECAHTS4

where the ambiguity between

SUCH PEOPLE SELDOM MEET

and

SUCH PEOPLE ARE SELDOM MET

would have to be resolved by context and thorough study of the problem.

The same is true of the meaning of instrumental constructions which

would have to be studied in conjunction with currently proposed research

into the grammar of Russian.

c. Passive Reflexives

General: Passive reflexives are found in constructions where the

grammatical subject is the object of the action and the
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agent of the same action is expressed by the grammatical

object in the instrumental case.

KUXARKA GOTOVIT OBED -- OBED GOTOVITS4 KUXARK01

(THE COOK PREPARES THE DINNER -- THE DINNER IS
BEING PREPARED BY THE COOK.).

The passive meaning is clearest when the reflexive verb is in

its imperfective form and is initially derived. from a directly-transitive

verb. Of the obliquely transitive verbs only those that govern the

instrumental case

KOMANDOVAT6 (TO COMMAND);

UPRAVLAT6 (TO GOVERN, DIRECT).

DIRIJIROVAT6 (TO CONDUCT)

and others can function in a similar capacity.

Subject to restrictions to be worked out in the planned intensive

study of Russian grammar, such constructions, especially when they

appear with inanimate subjects, are to be translated passively.

Obliquely-transitive imperfective verbs with the exception of

those governing through the instrumental case, and all transitive

perfective verbs, especially when they appear with an inanimate subject,

are unlikely to have reflexive forms of the verb used to express passivity

and would instead be used with passive participial constructions.

While the perfective passive reflexives are a moot issue, the

only recognized exception to the restrictions formulated above are

cases of transition from one state to another and are expressed with

the additional qualification that such transition occurs "independent of

the will of the agent":

KOMNATA OSVETILAS6 TAINSTVENNYM SVETOM

(THE ROOM BECAME ILLUMINATED BY A MYSTERIOUS LIGHT

P OL A P OKR Y LIS6 SNEG OM

(FIELDS BECAME COVERED WITH SNOW)
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LES OKUTALS4 TUMAN OM

(THE FOREST BECAME ENVELOPED BY FOG.).

It should be emphasized again that should even such a framework be

accepted any final formulation would have to resort to a much more

rigid definition of criteria for judgments..

Any mixed case of. criteria stated above should be decided in

favor of the imperfective or accusative. Thus the verbs which are

both perfective and imperfective should be treated as imperfective

and verbs which have "double" government, if they have the accusative

government as one of the possibilities, -- as directly transitive.

In many instances, passive reflexives, when used without the

grammatical object in the instrumental, tend to approach the meaning

of generally reflexive verbs. Thus:

NOVYE GRANATY VZRYVAHTS4 MEDLENNO OSOBYM
DE TONATOROM

(NEW GRENADES ARE EXPLODED SLOWLY BY A SPECIAL
DETONATOR.).

However, this sentence without the indirect object "OSOBYM

DETONATOROM" (SPECIAL DETONATOR) becomes ambiguous and

suggests the range of changes possible in transition from the passively

reflexive to generally reflexive:

NOVYE GRANATY VZRYVAHTS4 MEDLENNO

a. NEW GRENADES EXPLODE SLOWLY

b. NEW GRENADES ARE EXPLODED SLOWLY

The clarity of passive meaning depends on the subject; and hence,

as a rule, passive meanings are better expressed when the subject is

inanimate because only all animate being can be both a subject and the

object of an action. Hence, in many instances, especially where both

the subject and the object of the action are equally capable of performing

it, the passive meaning is obscured and is at least stylistically impossible
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and, sometimes, the meaning is outright ambiguous. One example of

this may be the following*: Thus if

REBENOK ODEVAETS4 N4NEl

could be understood as basically meaning that

"THE CHILD IS BEING DRESSED, BYA NURSE"

and not that

"THE CHILD IS DRESSING ITSELF AS A NURSE"

the ambiguity in the sentence

SOLDAT ODEVAETS4 MONAXOM

(THE SOLDIER IS BEING DRESSED BY A MONK)

or

(SOLDIER DRESSED HIMSELF AS A MONK)

is even more apparent. If in the same constructions the verb is perfective

and is used in the past tense, the passive meaning is not felt

REBENOK ODELS4 N4NEl, SOLDAT ODELS4 MONAXOM.

Finally, in the participial form the meanings are differentiated completely:

REBENOK ODEVAEMY1 N4NEI

(THE CHILD WHO IS BEING DRESSED BY A NURSE)

and

SOLDAT ODEVAH5IIS4 MONAXOM

(SOLDIER WHO DRESSES HIMSELF. AS A MONK)

What needs to be pointed out then is that although there are some

morphological markers for the passive meaning, there are syntactic

and semantic problems which intermingle: and influence passive con-

structions with reflexive verbs.

d. Generally Reflexive Verbs

General: This group of verbs is formed from transitive non-reflexive

verbs and is characterized by the weakened tie of the action

* Note the variations occurring with inanimate, indirect objects.
-4
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to, its object and a concentrated emphasis upon the

agent of the action. The feature which distinguishes

the generally reflexives is that these verbs cannot be

replaced by non-reflexive forms. E. g.,

ON VOLNUET MAT6 (HE UPSETS (HIS) MOTHER)

but ON VOLNUETS4 (HE IS UPSET)

ON VOSXI5AET VSEX SVOIMI SPOSOBNOST4MI

(HE DELIGHTS EVERYONE WITH HIS ABILITIES.)

by ON VOSXI5AETS4 SVOIMI SPOSOBNOST4MI

(HE IS DELIGHTED BY HIS ABILITIES. ).

The above definitions most clearly apply to verbs denoting

"physical or mental conditions'.' of the agent -- in this case ANIMATE

SUBJECT. However, corresponding non-reflexive forms can combine

with both animate and inanimate nouns.

Hence; the passive meaning is impossible here because the

agent himself is "engulfed" by the action.

The point is clear if one compares the following list:

RADOVAT6 RADOVAT6S4
(MAKE SOMEONE GLAD) (BE GLAD)

VOLNOVAT6 VO LNOVA T6S4
(AGITATE) BE AGITATED N)

BE IN AGITATION

VESELIT6 VESELIT,6$S4
(CHEER) (ENJOY ONESELF)

UDIVIAT6 UDIVLAT6S4
(ASTONISH) (BE ASTONISHED)

PECALIT6 PECALIT6S4
(SADDEN, GRIEVE) (BE SAD, GRIEVE)

SERDIT6 SERDIT6S4
(ANGER) (BE ANGRY)
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VOSXI5AT6 VOSXI5AT6S4
(DELIGHT) (BE DE LIGHTED/ADMIRE)

STRAWIT6 STRAWIT6S4
(FRIGHTEN) (BE FRIGHTENED).

BESPOKOIT6 BESPOKOIT6S4
(DISTURB) (BE DISTURBED)

UTEWAT6 UTEWAT6S4
(CONSOLE) (BE CONSOLED)

P ODCIN4T6 F ODCIN4T6S4
(SUBORDINATE) (BE SUBORDINATED)

TOROPIT6 TOROPIT6S4
(HURRY) (HURRY, BEING IN A HURRY)

TREVOJIT6 TREVOJIT6S4
(UPSET, DISTURB) (BE UPSET, -DISTURBED)

USPOKAIVAT6 USPOKAIVAT6S4
(CALM) (BECOME CALM)

UDIVLAT6 UDIVLAT6S4
(ASTONISH) (BE ASTONISHED)

Z LIT6 ZLIT6S4
(ANGER) (BE ANGERED)

TEWIT6 TEWIT6S4
(AMUSE) (AMUSE ONESELF)

INTERESOVAT6 INTERESOVAT6S4
(INTEREST) (BE INTERESTED)

VOZBUJDAT6 VOZBUJDAT6S4
(EXCITE) (BE EXCITED:)

POKOR4T6 POKOR4T6S4
(SUBJUGATE, SUBDUE) (RESIGN ONESELF/SUBMIT)

ZABAVLAT6 ZABAVLAT6S4
(ENTERTAIN) (BE ENTERTAINED)

A.
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The meaning of verbs described above is less apparent in the

group of verbs describing changes in the state or position of the agent.

These changes occur, in space and hence are more perceptible visually:'-

IZMEN4T6 IZMEN4T6S4
(CHANGE) (CHANGE/BE CHANGED)

DVIGAT6 DVIGAT6S4 '-K
(MOVE) (MOVE/BE MOVED)

NAGIBA T6 N4GIBA T6S4
(BEND) (BEND/BE BENT)

RAZVIVAT6 RAZVIVAT6S4
(DEVELOP) (BE DEVELOPED/DEVELOP)

UVE LIGVAT6 UVE LICIVAT6S4
(INCREASE) (BE INCREASED)

UXUDWAT6 UXUDWAT6S4
(WORSEN). (WORSEN, DETERIORATE)

OSTANAVLIVAT6 OSTANAVLIVAT6S4
(STOP) (BE ST)PPED/STOP)

ZAMED L4T6 ZAMED LAT6S4
(SLOW DOWN) (SLOW DOWN/BE SLOWED DOWN)

Thus, the action expressed by the transitive verb reverts back to the

subject which could be both animate and inanimate. The influence of

the animate-inanimate subject is less significant here than the presence

of an. indirect object in the instrumental which seems at this time the

only marker of a passive translation.

A subcategory of the above is the relatively small group of verbs

denoting beginning, continuation, or termination of a phenomenon or

action. This group is marked in its non-reflexive form by the ability to

govern infinitives. Only inanimate subjects are possible. Passive
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translations are possible only when there is an instrumental construction:

REAKQI4 PREKRA5AETS4 VVEDENIEM KISLORODA

(THE REACTION IS STOPPED BY THE INTRODUCTION OF
OXYGEN.).

Some of these verbs are:

NACINAT6S4 (TO START),

PRODOLJAT6S4 (TO CONTINUE),

KONCAT6S4 (TO STOP),

PREKRA5AT6S4 (TO STOP),

ZAVERWAT6S4 (TO TERMINATE).

A possible subgroup to verbs denoting change in state or position

consists of verbs denoting processes and qualities of objects. Thes,e

verbs ar.e possible only with inanimate subjects:-

PRODUKTIVNOST6 TRUDA POVYWAETS4

(LABOR PRODUCTIVITY IS INCREASING);

PROIZVODSTVO CUGUNA RASWIR4ETS4

(PIG IRON PRODUCTION IS EXPANDING);

PIVO PENITS4

(BEER FOAMS);

STEKLO B6ETS4

(GLASS BREAKS);

PRUJINA SJIMAETS4

(A SPRING CONTRACTS);

ODEJDA IZNAWIVAETS4

(CLOTHING WEARS OUT);

451K VYDVIGAETS4

(THE DRAWER COMES OUT), etc.
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Addition of the object in the instrumental renders these verbs

passively reflexive (see (c) above).

In traditionalgrammars, verbs listed in this subgroup are

generally singled out as expressing "qualitative-passive meaning.

For machine translation purposes it is likely that the classification of

generally reflexive verbs would have to be consolidated; however, for

clarity of presentation and continuity the present classification seems the

most efficient expedient.

Yet another variant of the previous subgroups is the verbs which

are sometimes labeled as "active objectless verbs. !1 The meaning

expressed by the non-reflexive form is the same as that of the reflexive

form except that the meaning of the latter is intensively manifested and

is thought of as characteristic of the subject which is limited almost

entirely to plant and animal nouns:

SOBAKA KUSAET LHDE1 - SOBAKA KUSAETS4

(THE 'DOG BITES PEOPLE)- (THE DOG BITES)

KRAPIVA JJET KOJU - KRAPIVA JJETS4

(THE NETTLE BURNS - (THE NETTLE BURNS)
THE SKIN)

KOROVA BODAET DETEI - KOROVA BODAETS4

(THE COW BUTTS - (THE COW BUTTS)
CHILDREN)

While the verbs in the above two groups are similar in some

respects, there are some significant differences especially in the

relationship the two have with their respective non-reflexive forms.

Whereas in the first groups the meaning of the reflexive form is

different, it is not the case with verbs described in this section.

Finally, the meaning of the verbs in both categories are possible only

in the imperfective aspect. Verbs in the second group do not have a

perfective counterpart while the other verbs can have it in some cases

of reflexive forms and in nearly all cases of non-reflexive forms.
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The idea of intensity of the action expressed by the reflexive

form is carried on in the "obliquely reflexive" meanings. The differ-

ence between the reflexives and non-reflexives of such verbs is that in

the former the agent is in fact also the indirect object of the source

action which is performed for him in his interest. Most frequently

the subject is animate but inanimate subjects are also possible. When

an object in the instrumental occurs with an animate subject, the

translation should not be passive:

MY ZAPASLIS6 DEN6GAMI

(WE HAVE PROVIDED OURSELVES WITH MONEY),

SOBIRAT6S4 V DOROGU

(PREPARE ONESELF FOR A TRIP),

RAZDOBYT6S4

(PROCURE),

STROIT6S4

(BUILD FOR ONESELF).

A so-called intensively-reflexive meaning is found in some verbs

which can be formed from obliquely transitive and intransitive non-

reflexive forms. Both the reflexive and non-reflexive meanings coincide

lexically and can occur only with animate subjects.

STUCAT6 (S4) (KNOCK)

QELIT6 (S4) (AIM),

ZVONIT6 (S4) (RING),

XVATSTAT6 (54) (BOAST),

GROZIT6 (S4) (THREATEN) etc,

The action concentrates within the agent to the extent that it

attracts outside attention. Addition of the prefix DO- adds the meaning

of resultativeness of such an action.



106.

Close to the meaning of verbs discussed just above is the

group of intransitive verbs in -ET6 which describe visually perceptible

changes in the outward appearance of the object -- most frequently color.

Non-reflexive forms of such verbs usually have two meanings: to stand

out by the color, or become of a certain color. Addition of the particle

"S4" emphasizes precisely the, first of the two meanings given. Both

the lexical meanings and the subject in the reflexive and non-reflexive

forms, are the same.

VDALI CERNEET KUST - VDALI CERNEETS4 KUST

(A BUSH LOOMS BLACK IN THE DISTANCE..)

This category labeled by Vinogradov as "passive manifestation of an

outward characteristic" includes among others such verbs as:

BELET6S4 (APPEAR WHITE),

ZELENET6S4 (APPEAR GREEN),

TLET6S4 (SMOLDER). etc.

The last group of verbs which may be classed here are the

middle-passive reflexive verbs. The reason for including it at this

point lay largely in outward resemblances to some features of verbs

to be discussed in the next section: reflexive verbs with impersonal

meanings.

In the case of middle passive reflexive verbs, the object of an

action is represented as its grammatical subject and the agent of the

action is an indirect object toward which the action is directed. This

indirect object occurs only with personal verbs. The relationship

between the reflexive and non-reflexive constructions is seen from the

following examples:

DOMA ON PRIPOMNIL VSE - DOMA EMU VSE PRIPOMNILOS6

(AT HOME HE RECALLED - (AT HOME "EVERYTHING
EVERYTHING) RECALLED ITSELF TO HIM"

AT HOME IT ALL CAME, BACK
TO HIM)



107.

IX UQA PREDSTAVIAHTS4 EMU PO NOCAM

(THEIR FACES "PRESENT THEMSELVES TO HIM" AT NIGHT)

in comparison to

ON PREDSTAVL4ET (SEBE) IX LIQA PO NOCAM

(HE SEES THEIR FACES AT NIGHT..)

The correspondence between the reflexive - non-reflexive forms

is not always easily derived and this category merges with impersonal

reflexive verbs.

e. Impersonal Reflexive Verbs

General: When a reflexive verb is used impersonally, the agent

of the action appears as the object of the same action

toward which this action is directed. There is an

implication made in traditional grammars that such

actions take place independent of the will of the agent

while the non-reflexive forms express actions which

are dependent on the will of the agent. The usage is

limited to the 3rd person singular and to the neuter in

the past.

NOC6H BOL6NO1 SPAL XOROWO - NOC6H BOL6NOMU
XOROWO SPALOS6

(AT NIGHT THE .PATIENT (AT NIGHT THE PATIENT
SLEPT WELL) COULD SLEEP WELL)

VCERA 4 RABOTAL VCERA MNE RABOTALOS6

(YESTERDAY I WORKED) (YESTERDAY I FELT UKE
WORKING)

SOLDAT SIL6NO PROMERZ NA MOROZE -- SOLDATU
PROMERZ LOS6. NA
MOROZE

(THE SOLDIER FROZE VERY MUCH IN THE COLD)



108.

It is necessary to single out first of all a group of impersonal

reflexive verbs describing natural phenomena SMERKALOS6,

STEMNELOS6, etc. which frequently do not have non-reflexive pairs.

The bulk of impersonal reflexive verbs are formed from

intransitives and absolute forms of transitive verbs. The object is in

the dative when it does appear.

EMU NE SIDITS4

(HE DOES NOT FEEL LIKE SITTING)...

This category of verbs and their translation can be worked out

after the results of currently proposed analysis and careful study of

impersonal sentences in Russian are available. Generally, the following

suggestions can'be advanced for practical application:

1. If the impersonal verb is preceded (or succeeded in the

immediate vicinity) by a pronoun or a noun in the dative

and it is followed by:

a. an adverb or adverbial, modifier or an infinitive, the

Russian dative should be translated as the English

nominative and the verb given appropriate active

translation.

VCERA NAM XOROWO SPALOS6

(YESTERDAY WE SLEPT WELL)

b. If none of the words is mentioned in "a" above, the

dative should still be translated as nominative, followed

by the phrase "feel like" plus the English present

participle of the Russian verb.

MOLODOMU NE SIDITS4.

(THE YOUNG MAN DOES NOT FEEL LIKE SITTING)

An exception to the above are some verbs which have to be

translated into English by "IT...":
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MNE KAJETS4, CTO... IT SEEMS TOME THAT....

OKAZALOS6, CTO... IT TURNED OUT THAT ....

2. If there is no antecedent dative, the translation could

be "ONE" followed by the 3rd person singular in the

appropriate tense.

ZDES6 VOL6NO DYWITS4 -- ONE BREATHES FREELY
HERE

f. Compound Reflexive Forms

General: A number of reflexive verbs are derived by simultaneous

addition of the particle "S4" and some prefix. One

instance is the verbs discussed under (b) above. Most

of the other verbs express fullness of the action with

various additional meanings. The study of these verbs

appears best suited in conjunction with the study of

prefixation.

g. Verbs Not Used Without "-S4"

General: In this class appear verbs without non-reflexive counter-

parts. Only a few (approximately a thousand) verbs are

used exclusively in reflexive forms. Some examples

are:

SME4T6S4 -- TO LAUGH, ULYBAT6S4 -- TO SMILE

2. 2. 3.4 Nominal Government. Nominal government is closely linked

to that of verbal government, especially in cases where the noun is a

verbal noun and noun plus governed elements are a nominalization of

verb plus governed elements. As in verbal government, one may

distinguish in traditional terms between direct and prepositional govern-

ment. Further, we may distinguish between inherent and derivational

nominal government, as well as between strong and weak government.

Diagrammatically these relationships can. be portrayed as shown in

Figure 2. 2-4.
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The distinction between derived and inherent government has

been made to account in a rough way for the apparent priority of verbal

and adjectival government. Thus, nominal expressions like VERA V

PROGRESS (FAITH IN PROGRESS) and STREMLENIE K USPEXU

(STRIVING FOR SUCCESS) are clearly to'be derived from the verbal

sentence units VERIT6 V PROGRESS (TO BELIEVE IN PROGRESS) and

STREMIT6S4 K USPEXU (TO STRIVE FOR SUCCESS) whereas nominal

expressions like STAKAN CAH (GLASS OF TEA), DEVUSHKA S KOSOI

(GIRL WITH A BRAID), SOLDAT V WINELI (SOLDIER IN A GREAT

COAT) are apparently not derived from verbal sentence units and are

classed here as inherent. Nominal expressions derived from adjectives

may be exemplified by NEDOVOL6STVO DRUGOM (DISSATISFACTION

WITH A FRIEND) and RAZOCAROVANNOST6 V JIZNI (DISILLUSION-

MENT IN LIFE), both transformed from the adjectival sentence .units

NEDOVOL6NY1 DRUGOM (DISSATISFIED WITH A FRIEND) and

RAZOCAROVANNY I V JIZNI (DISILLUSIONED IN'LIFE), but in the

latter case the ultimate source is undoubtedly the verbal unit

RAZOCAROVAT6S4 V JIZNI (TO BE DISILLUSIONED IN LIFE).

It should be clear from the above discussion that the traditional.

classification is far from being totally explanatory. For one thing it

seems to be making an artificial distinction between nominals that

exhibit derived government and those that exhibit inherent government.

It would indubitably be much closer to the truth to say that both types of

nominalizations proceed from kernel sentences, the former from

sentences containing non-copulative verbs, the latter from sentences

with copulative verbs. Only concentrated study can reveal the true

nature of these relationships. The task at hand is to determine just

what government information should be the object of data compilation.

In general, it may be stated. that the so-called inherent govern-

ment should not be an object of data compilation at. the present time
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since the relationships between the governor and governed elements is

too varied, too vague, and requires too much study. Their true nature

would emerge only after an exhaustive study of nominalizations in

Russian. Such a study will eventually be a reality, but there are

presently more urgent tasks for machine translation.

One remotely possible exception is the NOUN + NOUN IN

GENITIVE construction where the two nouns are not derived from a

verbal syntactic unit such as ATAKA KITA1QEV (THE ATTACK OF

THE CHINESE) from KITAIQY ATAKUHT (THE CHINESE ARE

ATTACKING) and ZAVOEVANIE INDII (THE CONQUEST OF INDIA)

from ZAVOEVAT6 INDIH (TO CONQUER INDIA). Derived nominalizations

of this type could very easily be incorporated into the domain of inquiry

of a data-gathering activity. So-called inherent nominalizations of this

type, however, present a very broad spectrum of semantic relationships,

at least, and extensive investigation alone could determine what are the

basic grammatical types and whether any valid statements can be made

about what nouns enter into what types. Figure 2. 2-5 is a table illus-

trating some of the semantic varieties of this construction. As the

table suggests, perhaps as much as can be known about the component

nouns is that they are either concrete or non-concrete. An initial study

can be carried out, but even if it should produce promising results,

pursuance of the study must be evaluated in the light of immediate

benefits to present Russian-English MT.

By comparison with the preceding,. the construction NOUN +

NOUN IN THE DATIVE is quite straightforward. The vast majority

of these constructions is derived from verbal units. Government

examples are furnished by the nominalizations POM056 DRUGU (AID

TO A FRIEND) from POMOGAT6 DRUGU (TO HELP A FRIEND);

SOVET SESTRE (ADVICE TO SISTER) from SOVETOVAT6 SESTRE

(.TO ADVISE SISTER); POTVORSTVO REBENKU (INDULGENCE TOWARD

A CHILD) from POTVORSTVOVAT6 REBENKU (TO SHOW INDULGENCE
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TOWARD A CHILD). Here too there are nominalizations 'directly derived

from adjectival units but indirectly related to verbal units such as

VERNOST6 IDEALAM. (FAITHFULNESS TO IDEALS) directly from

VERNY1 IDEALAM (FAITHFUL TO IDEALS) and indirectly from

VERIT6 IDEALAM (TO HAVE FAITH IN IDEALS). Among the inherent

types there are certain interesting constructions where the original verbal

unit requires an accusative. Compare the following dative constructions

and their original verb phrase's; UPREK DRUGU (REPROACH TO A

FRIEND) from UPREKAT6 DRUGA (TO REPROACH A FRIEND) and

POXVALA BRATU (PRAISE FOR THE BROTHER) from POXVALIT6

BRATA (TO PRAISE THE BROTHER).

The nominalization NOUN + NOUN IN THE INSTRUMENTAL is

somewhat more widespread than the preceding. Inherent or non-derived

constructions are limited semantically and usually indicate resemblance

of the first noun to the noun in the instrumental, e.g., BORODKA

KLINOM (GOATEE = BEARD LIKE A WEDGE) or VOLOSY EJIKOM

(CREW CUT = HAIR LIKE A HEDGE HOG).

Derived constructions with a noun in the instrumental are very

numerous, for any of the multifarious instrumental usages may appear

with appropriate verbal nouns. Note the following types of nominalizations

and their antecedent verb phrases: KOMANDOVANIE POLKOM (COMMAND

OF A REGIMENT) from KOMANDOVAT6 POLKOM (TO COMMAND A

REGIMENT); BURENIE VODO (WATER BORING) from BURIT6 VODO1

(TO BORE WITH WATER); EZDA AVTOMOBILEM (DRIVING BY CAR)

from EZDIT6 AVTOMOBILEM (TO DRIVE BY CAR).

The prepositional government of nouns is fully as varied as that

of verbs. But a few examples will suffice to demonstrate their multi-

plicity and variety. Some examples of: the so-called non-derived type are:

GENERALIZ SOLDAT (A GENERAL FROM THE RANIE)

BANKA IZ-POD VAREN64 (A TIN OF JAM)

SYROST6 OT ZEMLI (DAMPNESS FROM THE GROUNDD) A
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KVARTIRA V P4T6 KOMNAT (A FIVE-ROOM APARTMENT)

SITEQ NA RUBAWKI (CLOTH FOR SHIRTS)

DEN6 PERED VYXODOM (DAY BEFORE DEPARTURE)

QERKOV6 V DEREVNE (CHURCH IN THE VILLAGE)

Again such non-derived types would not become candidates for a com-

pilation effort because of their great variety and the seemingly random

nature of the combinations.

Derived constructions, however, are prime candidates for data

gathering since they closely parallel the structure of verb phrases. A

few examples are appended below, together with their corresponding

verb phrase:

ZABOTA 0 CELOVEKE (CONCERN ABOUT A PERSON)

from

ZABOTIT6S4 0 CE)LOVEKE (TO BE CONCERNED ABOUT A
PERSON)

SMEX OT RADOSTI (LAUGHTER FROM JOY)

from

SME4T6S4 OT RADOSTI (TO LAUGH FROM JOY)

VXOD V ZOOLOGICESKII SAD (ENTRANCE TO THE ZOO)

from

VXODIT6 V ZOOLOGICESKII SAD (TO ENTER THE ZOO)

Nominal government of infinitives clearly displays instances of

derived constructions. Note the following examples:

POiPYTKA 'VLEZT6 (ATTEMPT TO CRAWL IN)

from

POPYTAT6S4 VLEZT6 (TO TRY TO CRAWL IN)

JELANIE RABOTAT6 (DESIRE TO WORK)

from"

JELAT6 RABOTAT6 (TO WISH TO WORK)
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BO4ZN6 VYXODIT6 (FEAR OF GOING OUT)I from

B04T6S4 VYXODIT6 (TO FEAR GOING OUT)

2.2.3.5 Adjectival Government, Although adjectival government is

statistically less frequent in texts, it is to be reckoned with. in a data-

gathering operation as an important syntactic relationship, *the recog-

nition of which can solve some common ambiguities within Russian

sentences. As indicated previously, adjectival government is signifi-

cantly related to both verbal and nominal government, and gathering

these data in mass should be a required first step toward their proper

study. Adjectives in Russian may govern nouns in various cases,

prepositional phrases, and infinitives.. These three features of govern-

ment will be illustrated below in a straightforward manner without the

rather artificial distinctions of inherent versus derived and strong

versus weak government.

Adjectival Government of Nouns

Genitive Case

The most frequent usage is. exemplified by the genitive after

the comparative form of the adjective signifying the object of comparison.

SIL6NEE MEN4 (STRONGER THAN I)

BYSTREE ZAIQA (FASTER THAN A HARE)

BELEE SNEGA (WHITER THAN SNOW)

In addition there is a series of Russian adjectives that inherently

governs the genitive case. A few of these are listed below.

POLNYI VODY (FULL OF WATER)

DOSTONYI IOXVAL (WORTHY OF PRAISE)

CUJDYI SOMNENI4 (FOREIGN TO DOUBT
WITHOUT DOUBTS)
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Dative Case

A few adjectives fall into this category, for example:

VERNYI SLOVU (TRUE TO HIS WORD)

PODOBNYI MOLNU (SIMILAR TO UGHTNING)

PODLEJA5II PERESMOTRU (SUBJECT TO RE-EXAMINATION)

Instrumental Case

Very few adjectives may be classified here. A few examples

are the following:

IZVESTNY1 SVOIMI RECAMI (KNOWN FOR. HIS SPEECHES)

SIL6NYl DUXOM (STRONG IN SPIRIT)

Adjectival. Government of Prepositional Phrases

Many adjectives suggest and even demand an accompanying

preposition, together with a noun in a given case. The examples below

give just a hint of the range and nature of this type of government.

Preposition DL4:

POLEZNY1 DL4 DETE1 (USEFUL FOR CHILDREN)

XARAKTERNY1 DL4 JEN5IN (CHARACTERISTIC OF WOMEN)

Preposition DO:

MOKRYI DO KOLEN (WET TO HIS KNEES)

VESELYI DO SAMOI STAROSTI (MERRY TO A VERY OLD AGE)

Preposition IZ:

LUCWA4 IZ BRIGAD (THE BEST OF THE BRIGADES)

Preposition OT:

USTALY1 OT XOD6BY (TIRED FROM WALKING)

Preposition PO:

PROSTOI PO USTROISTV (SIMPLE IN COMPOSITION)

NE PO VOZRASTU UMNYI (CLEVER BEYOND HIS YEARS)
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Preposition K:

RAVNODUWNY1 K TEATRU (INDIFFERENT TO THE THEATRE)

SPOSOBNYI K 4ZYKAM (ADEPT AT LANGUAGES)

Adjectival Government of Infinitives

Very few instances of this type of government occur among

adjectives. Only two examples appear below:

GOTOVYl SKAZAT6 (READY TO SAY).

SKLONNY1 WUTIT6 (PRONE TO JOKE)

2. 2. 3. 6 Impersonal Constructions. If a large-scale data-gathering

operation is to be seriously considered for government information, the

legitimate areas of inquiry within government proper have already been

discussed. Since the concept of government ramifies deeply into the

grammar o0f a language, it remains to determine whether there are other

blocks of information that may be suggested by government and that may.

also yield nicely to large-scale data gathering. The first candidate for

consideration is the subject relationship of the various verbs that would

be examined. That is, does the verb require a subject, and if so, what

information can be reasonably and efficiently gathered about the subject?

The first question is certainly a very important one for verbs and even.

sentence structure and the answer runs the gamut from sentences,

usually in artistic literature, where the subject is deliberately dropped,

through imperatives, where the subject is usually omitted, through first

and third personal plural forms, where the subject is omitted for the

expression of certain hortatory and impersonal locutions, to 'bona fide

impersonal sentences. While all these types of subjectless sentences

must be recognized in matchine translation, the only type of interest for

data gathering and study is the last -- bona fide impersonal sentences.

For this purpose verbs must naturally be separated into 1) those which
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are only personal, that is, must have a subject, Z) those which may be

either personal or impersonal, and 3) those which are only impersonal.

Of these three categories, number three is not of immediate interest,

number one is of some interest, but number two is of great interest

because of the relationships between these impersonal sentences and

their personal counterparts. Category number three usually contains

verbs describing natural phenomena plus a handful of others. For

example,

SMERKAETS4 (IT IS GROWING DARK)

RASSVETALO (IT WAS GROWING LIGHT)

MEN4 TOWNIT OT 3TOGO (THIS NAUSEATES ME)

Category number two is of fundamental interest to the verb sys-

tem in general, and verbs in this category should constitute an important

segment of Russian grammar. At the moment there seem to be two

general types of such impersonal constructions formed from reflexive

verbs, on the one hand, and from non-reflexive verbs, on the other

hand. Reflexive impersonal verbs appear in the following kinds of

sentences:

XOROWO JIVETS4 TAM (THERE IS GOOD LIVING THERE)

EMU NE P6ETS4 SEGODN4 (HE IS NOT DRINKING TODAY)

To these examples of reflexive verbs might be added sentences like the

following:

MNE KAJETS4, CTO ON BOLEN (IT SEEMS TO ME THAT HE
IS ILL)

EMU PRIXODITS4 PRIITI VO-VREM4 (HE MUST COME ON
TIME)

but it is not at all clear that such usages are truly impersonal. Such

instances can be elucidated only by a comprehensive study of Russian

grammar.

Non-reflexive impersonal verbs appear in sentences of the

following types:
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LUNU ZAKRYLO OBLAKAMI (THE MOON WAS COVERED BY
C LOUDS)

RYBU UBILOXOLODOM (THE FISH WAS KILLED BY THE COLD)

EMU ZAUILO PODVAL (HIS BASEMENT WAS FLOODED)

RANU EMU ZA T4NU LO (HIS WOUND- HEA LED)

EMU UNESLO VETROM GAZETU (THE WIND CARRIED HIS
PAPER AWAY)

U NEGO ZVENIT V UWAX (HE HAS A RINGING IN HIS EARS)

From the scientific grammatical point of view such impersonal

sentences are related in different ways to corresponding personal

sentences. Thus, the sentence

EMU UNESLO VETROM GAZETU

is easily connected with the more basic personal sentence:

VETER UNES EMU GAZETU (THE WIND CARRIED HIS PAPER
AWAY)

On the other hand, the sentence RANU EMU ZAT4NULO cannot apparently

be related to a personal sentence like the above because there is no
L4

explicit agent for the action. The only other related and well-formed

sentence possible, is the following:

EGO RANA ZAT4NULAS6 (HIS WOUND HEALED)

But in this latter sentence a reflexive form is used, which suggests that.

there must be some more basic form. Clearly, further study of these

types of sentences and their interrelationships is indicated..

From the more practical point of' view of data gathering there is

a series of questions to be asked about such impersonal sentences if

normal word order is assumed. Can any word at all precede the verb?

If a word may precede the verb, is it a noun in the dative case or a

noun in the accusative or both in any of the four cases just inquired about?

Can the verb combine with an infinitive of another verb? Under the same

circumstances, can the impersonal verb be used with a CTO clause?
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If the verb can combine with a noun in the dative or a noun in the accusa-

tive or both, may it also acquire a noun in the instrumental? All these

facts need to be gathered for subsequent study even if the information

should be discarded later as superfluous.

Among verbs that require a subject or that may combine with a

subject, it seems feasible to inquire about the nature of the subject in

the course of data compilation. The inquiry could easily get out of hand

and lead to uncontrolled speculations about the nature of the universe,.

but it can profitably be limited to three broad categories.

1. Verbs which can be used only with animate subjects

(including cases of personification which would have to

be studied), e.g., CITAT6 (TO READ), PISAT6 (TO

WRITE), LGAT6 (TO UE).

2. Verbs which have no preference in regard to animate

or inanimate subjects, e. g., WUMET6 (TO MAKE

NOISE), STUCAT6 (TO POUND), IDTI (TO GO).

3. Verbs which can be used solely with inanimate subjects,

e. g., MOROZIT6 (TO FREEZE), SVETAT6 (TO DAWN).

In the case of inanimate subjects it may prove interesting to force the

classification a bit further to include the distinction between concrete

and abstract nouns even though the application of these labels is not

absolutely clear. Perhaps further study will clarify the essence of this

distinction and permit it to be applied with assurance. It does not seem

possible at the present time to venture any more detailed classification

of nominal subjects, but the possible further classification of nouns in

general will be raised again in this general discussion.

2. 2. 3.7 Translation. A tremendously important aspect of data

gathering for government relationships in Russian-English MT is the

recording of the preferred English equivalents to be associated with the

S . . . ..



122.

various patterns of government. A search strategy that can locate

these patterns with efficiency and accuracy will be in a position then to

contribute both grammatically and semantically in a substantial way to

the improvement of the output text. Instead of having to rely on "backup"

entries with generalized English meanings, the translation routine will

have the power to make thousands of specific choices of English meanings

facilitated solely by the recognition of grammatical clues.

The verb BROSAT6 with the general meaning of TO THROW

offers a good case in point. A first approximation toward a definition

of its semantic sphere and its corresponding equivalents in English and

a reasonable goal in terms of present knowledge about such aspects of

Russian-English translation could make the following statements about

this verb:

BROSAT6 + Accusative. Object throw

BROSAT6 + Instrumental Object ' throw

BROSAT6 + Infinitive a give up

The corresponding reflexive; form of this verb could be preferentially

translated according to *the following patterns:

BROSAT6S4 + Instrumental Object a throw

BROSAT6S4 + Accusative Local Z throw
Expression one~self

Some information has already been gained by the use of a minimum

and easily specified amount of government information. If this basic

information can be intelligently extended to cover areas suggested by

government such as information about subjects and objects the semantic

specification can become more nearly precise:

Animate > Subject + BROSAT6 + Animate > Object in AccusatiVe P
Inanimate Inanimate

THROW
Animate

Animate Subject + BROSAT6 + animate > Object in Accusative
Inanimate

,remarks, invectives, etc. )HURL
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Animate
Animate Subject + BROSAT6 + Inanimate> Objecttn Accusative

(people, positions, possessions, etc. ) ABANDON

Animate Subject + BROSAT6 + Inanimate Object in Instr. a THROW

Animate Subject + BROSAT6 + Infinitive a GIVE UP

Animate Subject + BROSýAJ + Inanimate Object in Acc. = GIVE UP

Animate Subject + BROSAT6 + Inanimate Object in Acc. a GIVE UP
(activities, verbal nouns)

Animate Subject + BROSAT6 + Inanimate Object in. Acc. = THROW
(money, etc. ) AWAY

I4kewise, study of the other attributes of the reflexive verb beyond its

gross features of government could help in pinpointing the following

meanings:

Animate Subject + BROSAT6S4 + Inanimate Object in Instr. = THROW

Animate Subject + BROSAT6S4 + Inanimate Object in Instr. = HURL
(remarks, abuses, etc.)

Inanimate
Animate Subject + BROSAT6S4 + Animate > Object in Instr. - DISDAIN

Animate Object + BROSAT6S4 + Local Prepositional Phrase in
Acc. a RUSH INTO/AT

Animate Object .+ BROSAT6S4 + Personal Prepositional Phrase
in Acc. = THROW ONESELF AT/ON'

Inanimate Object + BROSAT6S4 + (Animate Object in Instr. ) = BE THROWN

Inanimate Object + BROSAT6S4 + (Animate Object in Instr. ) = BE HURLED
(remarks, invectives)

Animate> Object + BROSAT6S4 + (Animate Object in Instr.) )
InanmateBE ABANDON-ED

Inanimate Object + BROSAT6S4 + (Animate Object in Instr..) a BE THROWN
(money, etc.) AWAY
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It seems clear that some kind of auxiliary information, at least,

is absolutely necessary for the continued progress and improvement of

MT. This information should be based on sound grammatical and

semantic theory, if at all possible. It would seem ill-advised then in a

data-gathering operation to have investigators at this stage indulge in

semantic and grammatical speculation beyond imposing labels like

animate/inanimate and concrete/abstract. The area of specific lexical

items as governed elements involves -mere recording Without speculation,

Such lexico-syntactic entities may be termed pseudo-idiomatic sequences

and are of great importance to the practical solution of source-target

semantics. They must be included as data to be, gathered, The verb

BROSAT6 discussed above offers a series of interesting examples of

such pseudo-idiomatic sequences:

BROSAT6 4KOR6 - DROP ANCHOR

BROSAT6 ORUJIE = THROW DOWN ARMS

BROSAT6 TEN6 - CAST A SHADOW

BROSAT6 VZGL4D = DART A GLANCE

BROSAT6 JREBI1 = CAST LOTS

BROSAT6S4 V GLAZA = BE STRIKING

If a large-scale government data compilation, effort is put into effect,

provision must be made for the efficient recording by investigators of

both of the above types of semantic information.

2. 2. 3.8 Nominal Classification. The above discussion of translation

touched upon the. improvements to be gained in output by exploiting the

differences in subjects and objects of verbs. Theseý differences were to

be limited to animate/inanimate and abstract/concrete relationships. :

The examples quoted above from the usages of the Rus-sian verb BROSAT6,

however, indicate that finer distinctions of a semantic nature are clearly
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desirable. It would seem reasonable that these semantic distinctions

should take the form of semantic correlations that evoke in the minds

1'of hearers the intended meaning of polysemantic items within any given

sentence. These semantic correlations will have to be discovered by

a long study of sentences with such polysemantic elements, sentences

in which the grammatical structure is recognized as such so that it

will not interfere with the semantic study. And the semantic correlations

will have to be based on a set of fundamental semantic distinctions for

the various elements in the sentence. A reasonable set of semantic

distinctions or labels has been elaborated for Russian nouns. The aet

is not definitive, but it has proven useful in a number of tests.

However, these tests have not been run with semantic distinctions

applied to the verbs also, and they have not been made with a profound

specification of Russian grammar.

2.2.3. 9 Procedure for Data Gathering. In this section there appears

a specific but initial suggestion for how the multifarious and extensive

information discussed above might be most efficiently gathered by

competent Russian grammarians. This method not only specifies just

what kind of information is to be sought, but also defines how and in

what order the information is to be tested for and recorded. The

succeeding paragraphs present in detail a suggested procedure for the

mass compilation of verbal government data. Similar procedures for

adjectival and nominal government will be worked out at a later date.

All of the information discussed above can be gathered in one

operation. While the volume of information is appreciable, it appears

that when broken down logically, the gathering of information should

not prove to be too difficult for a native speaker of Russian.
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After a thoroughgoing consideration of the problem and some

actual tests, it appears that the gathering of information could best be

accomplished by means of a questionnaire. The information obtained

from such a questionnaire can then be punched on IBM punch cards and

processed by machines. Utilization of clerical help and machine time

will help achieve greater economy of actual costs and speed of analysis.

Extensive use of machines will also reduce the margin of errors and

will be helpful in compressing the classifications of data.

For the purposes of gathering, all requests for information

have been reduced to as simple routines 'as possible. Since the break-

down of information is very detailed, a step-by-step explanation of the

proposed grammar analysis questionnaire is presented below.

STEP I

In the upper left-hand corner of the questionnaire, write down

the infinitive form of the Russian verb which is to be analyzed. Next,

enter as many basic English equivalents as are necessary for adequate

translation. Use lines I - 5. Be sure to number any additional

meanings accordingly.

While it will be necessary to differentiate the various meanings

as much as possible, at this point one should concentrate only on the

very basic meanings, leaving idioms and phrases until the last. Thus,

the verb ZARABOTAT6 will at this point be entered as to earn and to

start working. Taking the most general meaning of the verb -- to

earn -- one should proceed to the next step,

STEP II

Use Figure Z. 2-6 to determine the classification A-R.

ZARABOTAT6 in its first meaning is a non-reflexive verb, is perfective,.



127.

'-0 -w

0 4

00
U4)

P4~ 00P

P4, 4)4)4
cd~ PL4 b

(dii I

C'I



128.

and can be used only personally. Accordingly it shall be classified as

"G" and this information recorded in the space labeled "Figure 2. 2-6"

in the questionnaire. The line where this information is entered should

correspond to the number of the English meaning.

Note: Information contained in Figure 2. 2-6 can in part be

double-checked against the confix of the verb and, as suggested earlier

in the report, responses against Figures 2. 2-7 and 2. 2!-8. When the

information is punched on cards,. this can be done mechanically leaving

for human control only those cards which are rejected as incorrect.

Such checks are very important for quality control and will provide

objective criteria for judging the performance of any given analyst.

The significance of Figure 2. 2-6 lay in determining the very.

basic characteristics of the verb: reflexivity and aspect. The infor-

mation regarding transitivity has purposely been omitted since the

information required for analysis of government is more fully reflected

in Figure 2. 2-9 and the distinction between transitive-intransitive verbs

can be derived automatically on the basis of information in Figure 2. 2-9

and the confix of the verb.

Inclusion of the information concerning personal-impersonal

usage of the verb, as mentioned earlier in the discussion, will provide

valuable help in syntactic analysis. More significant is the actual

economy in coding which will be possible by avoiding much of the redun-

dancy occurring without this distinction. Finally, in the course of the

analysis it will provide an important aid in differentiation of meanings.

STEP III

Depending on the responses obtained, the verb should be tested

for its behavior in personal and/or impersonal usage, as the case may

be. The results obtained should then be entered in spaces labeled

"Figure 2. 2-7" and "Figure 2. 2-8" in the questionnaire. ZARABOTAT6
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0 ANY SUBJECT - -

ANIMATE

CONCRETE AC1

INANIMATE - -

AI-INANIMATE--
CONCRETE 5

! ~ABSTRACT

f:}, ~CONCRETE P
(AC + AC)

1 ~ Figure 2. 2-7 Subject Preference in Predication.
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P Nd

Nd 
-I

IN INF I NN

-NO NO NO NO N a

N, N NON

I NO ~.INFIN~ITIVE

N START
I 0

DIRECTIONS:

1. Take the neuter of the past tense of the verb.

-le'

2. Can the verb be preceded by a noun or a pronoun in the dative or the accusative? If it can,

follow through each of the respective categories (Nd or Na) and disregard 0.

3. Can the verb govern an infinitive of another verb? Note this fact alone and be sure not to

confuse the government of the verb for that of the infinitive.

4. Can the verb, in addition, be followed by a noun in the accusative and instrumental?

If yes, disregard other categories; if only the accusative is-possible, mark the space

marked "0" below N . If only the instrumental is possible, mark the space Ni above Na 
a

in the respective column. If neither is possible, mark the space marked "0" in the

respective column immediately above that which is marked "INF."

5. Trace the information obtained in the diagram on the right. Black circle is "YES,"
blank circle -- "NO." Follow the diagram and record the letter. Repeat the same
for other column. One or two letter code will be the designation for data.

Figure Z.2-8 Impersonal Constructions of the Verb.



'-44

A,,

00

a, 4J

-4

00



132.

can only be found in personal constructions* and there is no subject

preference **. Accordingly a "0" shall be entered in the appropriate

place•. Any information request which does not apply, should be left

blank.

Note: In addition to the significance of Figures 2. 2-7 and

2. 2-8 mentioned above, the information contained in Figure 2. 2-8 can

be further correlated to some of the data in Figure 2. 29, thus improving

the precision of analysis.

Although we have alluded to information presented in Figures

2. 2-7 and 2.2-8 earlier, Figure 2. 2-8 is important for classifying

and identifying impersonal usage and will help to resolve the inversion

often co-occurring with impersonal usage of the verb. Moreover, it

will suggest but not necessarily duplicate the information in Figure 2. 2-9.

STEP IV

At this point, as described in Figure 2. 2-9, one should establish .

the type of direct government possible with a given verb. The diagram

should be read all the way down and the number will then describe the

type of construction possible. Eventually the number of possible com-

binations will be reduced but the diagram is more manageable in its

present form.

Since ZARABOTAT6 could appear in a sentence like ON

ZARABOTA L SEBE DENEG/DEN6GI T4JELYM TRUDOM ("He earned

for himself some money/money by hard work"), depending on how the

partitive gentive is treated in the program, one, will classify the

SWhile it may be argued that in a sentence like ZARABOTANO

RABOCIMI (Earned by the workers) we have an impersonal construc-
tion, the sentence should be considered elliptical and a transform of
RABOCIE ZARABOTALI (The workers earned).

** Although we classify ZARABOTAT6 as having no preference for a
subject, it does, in fact, take animate subjects and falls into the
category of verbs which may later help in determining the functioning
of personification in the Russian language -- , a factor which might help
to improve grammatical analysis by machines.
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verb in question # 16 or # 15. In contrast, the second meaning of
r

ZARABOTAT6 would be classified in this step as # 1 since it is a

form of a verb capable of government, but requiring "no object" in

this particular form alone.

The significance of information presented in Figure 2. 2-9 lay

in outlining the effective limits of government of any one verb, thus

providing one with the skeleton of possible structures which can be

formed around a verb. The knowledge of the extent of government,

obviously would have to be combined with other observations and rules;

but, in terms of structural analysis the data in Figure 2. 2-9 present

a key to the analysis of non-predicative constructions. While no effort

is made to introduce strong and. weak government, previous definitions

still retain their validity and are implicit in further "steps" of the

analysis routine.

Information obtained from Figure 2. 2-9 should be entered in the

questionnaire in the space so labeled. In the same breath, the analyst

should determine whether a given verb can govern the infinitive of

another verb. In the case of ZARABOTAT6 the answer is negative.

STEP V

The next step is to determine the translation and the type of

constructions with the instrumental and the dative. The simple test

proposed in Figure 2. 2-10 will provide some important clues regarding

the translation of such constructions and also furnish grammatical

information.

The problem in the analysis of constructions with the instru-

mental is to determine the nature of the ties expressed in the same

manner. Basically, then, one must distinguish between the instru-

mental expressing the tool of the action (PISAT6 KARANDAWOM --

WRITE WITH A PENCIr14- RUBIT6 TOPOROM -- CHOP WITH AN AX;

1:
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... JEN5INU KUXARKO I

1. (V TO VREM4) KOGDA ONA BYLA KUXARKOI

2. KAK KUXARKU
A

3. (GOVORIL, SKAZAL), CTO ONA "KUXARKA"

4. PREDOSTAVIL DOLJNOST6 KUXARKI

... KARTY VEEROM

1. POSREDSTVOM VEERA
B

2. V FORME VEERA

... KOLESOM, STRELO1,' LUP1...
,A

1. POSREDSTVOM KOLESA, STRELY, LUPY...

C 2. V FORME KOLESA, STRELY, LUPY...

3. KAK KOLESO, STRELA LUPA...

... DEN6GI BRATU...

1. TO BROTHER
D

2. FOR BROTHER

Note: The above information will be-plotted in a tree diagram,

similar to Figures 2. 2-8 and 2. 2-9, when more extensive information

has been accumulated. Since the actual amount of combinations is very

small no diagram is provided at this time.

Figure 2. 2-10 Suggestive Usage of Nouns in Instrumental and Dative.
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MYT6 MYLOM -- WASH WITH SOAP). The translation presents not

much of a problem if the proper syntactic function of the instrumental

is established. Similar to the above are the usages of instrumental in

impersonal constructions which can be, however, identified more easily.

Clearly recognizable is the use of instrumental in passive constructions

UKAZANO DRUGOM -- POINTED OUT BY A FRIEND, SDELANO

STOIAROM -- DONE BY A CARPENTER, etc...

Adverbial uses of the instrumental are the hardest to recognize

by machines. For this purpose the classification of nouns in Figure

2. 2-11 will provide some helpful clues. Especially useful are nouns

N6 and N8.

Uses of the instrumental as part of a compound predicate can

be resolved on the basis of, a small group of the verbs of being (about

15) which appear as link verbs in such cases,

BYT6, SCITAT6S4, 4VL4T6S4, STAT6

to be to be considered to be to become

£ and others.

Cases of the use of the instrumental as an indirect object are

hard to differentiate from those described above and one can best

approach the task by separating a small group of such verbs as

DOROJIT6 -- TREASURE, ZANIMAT6S4 -- BE OCCUPIED, BUSY

ONESELF, INTERESOVAT6S4 -- SHOW INTEREST, LHBOVAT6S4 -

ADMIRE, 'etc. which for the most part can govern only the instrumental..

Much valuable information can be gained from the test suggested

in Figure 2. 2-10 and the, results obtained, in conjunction with other

information, will give knowledge which would make adequate translation

of such constructions possible in the majority of cases.

The verb ZARABOTAT6 would be classified in Figure 2.2-10

under A-i, B-l, C-i, D,2. As suggested earlier, this information

will be compressed into a single code.
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A e Animate countable
Animate -

Concrete NAC -"Collective nouns of
animate units

3 Parts and defects of
. - beings, plants

- - 4 Flora

Inaimte- - -Z-- "Things" (countable
Concrete •units)

( Locations

Mass -- collective

inanimate

Measures

Time concepts --

"- " events.

Inaimae - 10 Concepts. -- ideasInanimate

Abstract i Si

' • •Sciences

/ I' Phenomena

\NConceptsN

Actions A
States 1

u States

Figure 2.2-1 1 Tentative Semantic Glasses of Russian Nouns '
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STEP VI

Next, the analyst should read the entries in the column on the

left hand side of the questionnaire and simply mark any entry possible

with the verb. The routine seems easiest if one takes any second

person form of the verb and fits the various word combinations into a

sentence. Numbers over columns denote English meanings.

While this aspect of the data will deal primarily with the problem.

of prepositional government, the information.which will be derived will

help to classify verbs in such a manner that not only *the translation of

the prepositions will be improved but much more knowledge will also

be gained concerning some categories of verbs which are often mentioned

in Soviet grammars but never fully enumerated. Thus # 29 will define

the category of the verbs of "STRIKING. " More immediately with such

verbs the preposition "0" and the accusative will always be preceded

and followed by a concrete noun. With the same verbs the preposition

"PO" and the dative will be translated as AT when followed by a

concrete noun.

Lines # 14 and 25 provide information about the group of verbs

of "communication, thought, human relations. " Line # 16 will identify

verbs of "seizing, removal, requisition", etc. For each of the groups

one may point out further related characteristics.

While errors are possible in this portion of the analysis, our

basic objective is to identify at least part of the pattern emerging out

of this classification. Further study will make it possible to single out

such key characteristics as will be necessary for adequate analysis.

STEP VII

Upon completing this portion of the analysis the analyst is likely

to notice any significant patterns. In this step the analyst should then

determine whether or not the words which a given verb governs influence
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the meaning of the verb. In many instances it is possible to resolve

ambiguities by noting which of the nouns follow the verb. The classjfi-

cation of nouns as suggested in Figure 2.2-11 seems to serve well in

practical application. Thus the verb,. REWIT6,has two basic meanings:.

"to decide" and "to solve. " In looking at it one will discover that when

REWIT6 is followed by the infinitive the translation should be "decide,"

when followed by any abstract noun it should be translated as "solve."

Categories of nouns in Figure 2. 2-1. which help to resolve-

ambiguities should be entered in the space marked "N. "

Since in the case of ZARABOTAT6 the ambiguity is resolved

on the basis of presence or absence of an object it is not necessary to

single out any one group of nouns. Space above the heavy line next to.

the English meaning numbers can be used for brief comments or notes-.

STEP VIII

After having resolved all possible cases in which the meaning 1

occurs, the analyst should repeat- all the preceding steps for other

meanings of the verb, noting in each only the variations in responses.

STEP IX

After all of the meanings have been entered, the analyst should

record in the space designated as "Idioms" any peculiar idiomatic or

phraseological constructions as they appear in the Russian, dictionary.,

Other comments should be entered in the space so labeled. This

concludes the work of the analyst.

FUR THER PROCESSING ,•

All of the information recorded on the Grammar Analysis

Questionnaire (Figure 2. 2-12) would then have to be punched on cards
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)(:I m d COMMENTs
Ve!rb ___

Meanings.

Mark which~ of the following is possible
with the verb. Use second person its any
tense. Do not add any additional words..

5 4 3 2 1

3 Asfaras Ai.W3 21 21 131 1.4 11 1 .

4 3Before 4

63 Fromn behind 3

4 To

216 To Na NOMu IDIO.ZMS I II 3 11 1

Figurem Zin 12 Grama Anaysi Questinnair
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and these cards. checked both for errors in analysis and for errors in

processing. As was suggested earlier, much of the, work can be done

mechanically.

______________________________________________________________
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2.2.4 Russian Grammatical Studies

2.2.4.1 General Discussion Among those without technical lin-

guistic knowledge, and even among some linguists, by far the most

popular conception of sentence organization is dominated by the notion

that a sentence of a natural language is nothing more than a selection

of several words from a dictionary which have been placed in some

serial order. While in a sense this is quite true, it is also most

unilluminating, for in this view it proves to be impossible to specify

just what serial order it is necessary to impose on a set of words to

insure that the sequence will be a sentence of the language. Serious

study of such a question generates the central core of linguistic science,

the study of grammar, and there is no doubt that linguistics is in

pressing need of greater clarification in this area: answers to ques-

tions about sentence structure are the foundation of all other substan-

tive inquiries into language behavior.

According, to the most advanced knowledge available about the

formal structure of natural Ianguages, to understand the distinction

between sentences and nonsense strings of words it is necessary to

impose very special constraints upon the organization of a finite set

of rewrite rules, i. e., the grammar, which express the way in which

grammatical sentences are constructed.

A reasonable requirement on a grammar is that it state exactly
and without recourse to intuition (1) the rules for the construction of

all sentences of a language and (2) that it be capable of stating the

structure of all the sentences which it can construct. Since the set

of sentences is infinite, the set of rules for constructing sentences

must be either infinite or recursive. The set of sentences is cer-

tainly to be completely or reasonably completely specified, yet the
ti set of rules must not be infinite because this would be contrary to our

knowledge about grammar and contrary to our concept of an interesting

grammar. The set of rules must therefore be recursive. Such a set

I-

L . . . . . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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of rules for constructing an infinitely denumerable set of sentences

and for describing their structure is called 'a set of sentence-generating

rules' and each rule is known as a 'generative rule..'

Another requirement we might want to place on a grammar is

that it be capable of deciding whether an arbitrary string is a sentence;

and, if that is so, it must be capable of stating its structure. In other

words it is reasonable also to expect a grammar to be a recognition

device. The ability to recognize sentences presupposes the ability

to define sentences and their structure. Since the latter is the goal

of sentence generating rules, the discovery of rules for sentence

generation must precede the discovery of rules for sentence recognition.

The format of sentence-generating rules must take into considera-

tion the goals set for sentence generation. These goals are:

(1). that the set of sentences generated by the rules consist of

all and only sentences. and

(2) that each sentence be assigned one or more structures

(a. string which is assigned more than one structure is said to

be grammatically ambiguous).

To generate an infinite set of sentences the rules must permit

recursion., And to assign a structure to the sentences it generates,

a grammar must define the structure of a sentence as a list of all

generative rules which were applied in producing it., An expansion

of the notions of grammar and grammatical rules and their mathe-

matical implications will be undertaken after their practical demon-

stration in the succeeding pages.

Intensive studies of English syntax and other areas of formal

grammar have revealed amongst many other important details that

there are at least three distinct levels of grammatical representation

of sentence organization and correspondingly that there must be three
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distinct groups or types of grammatical rule. The three types of

grammatical rules required to produce the set of sentences of a lan-

guage are:

a) Constituent-Structure Rules

*b) Transformation Rules

c) Morphophonemic Rules

These three types of rules will be discussed in the following paragraphs.

Z. 2. 4-Z Constituent-Structure Rules The first type of rule is so

constrained that it- permits the reconstruction of a "tree of derivation"

(see Figure Z. 2-7) or phrase-structure bracketing which is imposed

on the derived sentence, and the set of these so-called "constituent-

structure rules" thus provides the basic branching diagram of consti-

tuents for all sentences. Thus, by virtue of the application of these

rules in the derivation of sentences within a grammar, sentences ac-

quire an underlying constituent structure similar to that which alge-

braic or logical expressions have, namely, a kind of nonoverlapping

parenthesization. Such rules, also termed "rules of formation,"

have the general form: A-Y in the environment X- Z where A is

a simple syntactic element (label of a node in a tree), Y is a speci-

fied non-null string of elements, (the expansion of A in the environ-

ment X- Z), X and Z are possibly null strings of elements to the

left and to the right, and where the arrow may be interpreted as "may

be rewritten as."

By way of further explanation it should be mentioned that this

type of rule, as are the other-s to follow, is strongly motivated by the

assuredly primary notion that grammars should be regarded as sen-

tence-enumerating algorithms, among other things, of, course. These

algorithms should reflect the syntactic patterning of natural-language
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sentences in which the presence and arrangement of certain elements

must be representable in the form of concatenated strings upon which

is imposed a labeled bracketing. This first set of rules, constituent-

structure or formation rules, is capable of generating in any one lan-

guage all sentences, of a maximally single or central type, usually

termed "kernel" sentences. When this set of rules, most of which

are optionally applicable, is put into operation, it produces a deriva-

tion of all output kernel sentences. That is. beginning with the symbol

S for sentence, each successive rule of formation, if applicable, per-

mits the derivation of a new expanded string from a previous string

by the conversion of. only a single symbol at a time. This succession

of derivations continues until a so-called terminal string is reached,

the most detailed structural representation of a kernel sentence before

the application of another set of rules - the morphophonemic rules.

The entire derivation can be represented on a branching diagram or

tree of derivation as in Figure 2.2-14. This labeled bracketing, so

clearly represented in trees of derivation, is of great significance;. for

not only does it formalize directly the notion of grammatical category

in the nodes of the tree structure but also its higher-level elements

or nodes are very important for the subsequent application of very

powerful and productive processes (rules of transformation) that 'serve

to derive (in another sense of the word) complex sentences from under-

lying simple or kernel sentences.

A sample set of such rules of formation and their derivation of

a kernel 3sentence might be the following:

* This sentence was taken from some research notes produced by

Prof. R. B. Lees of the University of Illinois while he was working

at IBM Research.
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Constituent-Structure Rules (See Figure 2. 2-13 for the tree structure

corresponding to this set of rules)

1. Sentence - Nominal + Verb Phrase

2. Verb Phrase - Auxiliary + [Verb + Modifiers]*

3. [Verb + Modifiers] -- Transitive Verb + Nominal

4. Nominal - Noun Phrase + Number

5. Noun Phrase - Article + Noun

6. Noun -- Inanimate Noun

7. Number - Singular

8. Auxiliary - Tense

9. Tense - Past

10. Transitive Verb - calculate

11. Inanimate Noun - computer, logarithm

12. Article - the

Sentence Derivation by the Above Set of Constituent-Structure Rules

1. Nominal + Verb Phrase

2. Nom + Auxiliary + [Verb + Modifiers]

3. Norm + Aux+ Transitive Verb + Norm

4. Noun Phrase + Number + Aux + Vtr + Noun Phrase + Number

5. Article + Noun + N + Aux + V + Article + Noun + N 0

•, tr

6. T + Inanimate N + N0 + Aux + V + T+ Inanimate N + N0

tr
7. T + Nin + Sg + Aux + Vtr + T + N.in +- Sg

8. T + N. + Sg + Tense + V +T+ N. + Sg
in tr in

9. T + N + Sg + Past + Vtr + T + N. + Sg
in tr in

10. -12.

the + computer + Sg + Past + calculate + the + logarithm + Sg **

1' Square brackets enclose unitary structures

** Some additional constraints, possibly semantic, would be neces-

sary to avoid the other possible sentence: The logarithm zcalcu.
lated the computer.
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The preceding example of sentence production was kept deliberately

simple. The rules of formation were such that a symbol could be re-

written only as either a single symbol or as a string of symbols.

E. g., Tense - Past

Noun ------. - Inanimate Noun

Noun Phrase - Article + Noun

However, to have the phrase-structure grammar generate all simple

sentences of English, we would have to include among the rules of

formation a new type of rule, a disjunctive rule. Examples of such

rules are given below:

E.g., Tense ....----- 'Past' or 'Present'

Noun -------. - 'Animate Noun' or 'Inanimate Noun'

Verb --------- 'Intransitive Verb' or 'Transitive
Verb + Nominal'

A new set of formation rules -- similar to the one given before, but

including disjunctive rules -- is listed below. Some new labels for

nodes have been introduced. These labels may not withstand close

inspection, but they have proved useful in this more detailed set of

rules. The nature of these labels should be clear from the tree dia-

gram. in Figure 2. Z-13 which follows directly. Figure Z. Z-13is a

graphic representation of this more sophisticated set of constituent-

structure rules. Just after Figure 2. 2-13 there follows a graph

Figure Z. Z-14 indicating how the derivation of the sample sentence

can be mapped into the tree structure of formation rules..
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Figure Z. Z-- 3 Graphic Representation of Constituent-Structure Rules
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Rules of Formation

(1) Sentence -------- Nominal + Verb Phrase

(2) Verb Phrase . Auxiliary + Verbal Phrase

(3) Verbal Phrase_ -' Verbal' or 'Verbal + Modifier'

(4) Verbal --------- - 'Intransitive Verb' o•r 'Transitive Verb + Nominal'

(5) Nominal -------.- Noun Phrase + Number

(6) Number ---------- 'Singular' or 'Plural'

(7) Noun Phrase ...- Article + Noun

(8) Noun ------------ 'Animate Noun' or 'Inanimate Noun'

(9) Auxiliary --------- Tense'

(10) Tense ---------.-. 'Past or 'Present'

(11), Article --------- the

(12) Inanimate Noun - computer, logarithm

(13) Verb transitive - - calculate

The following explanation of symbols pertains to Figures Z. 2-13 and

2. Z-14.

a

Sb c

means that a is rewritten as both, b and c

(a - bý + c)

(2) a

b c

means that a is rewritten as either b or else as c.

,(a - 'b or c')
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(3)

+ 0

b c

means that a is rewritten as either b or else as both b and c

(a - 'b' or 'b'+ c')

(4) a

b c

means that a is rewritten as either c or as both b and c

(a - 'c' or 'b + c')

(5) The distance of a node from the top of the diagram in Figures

2.2-13 and 2.2-14 represents the order of the rules. For

example:

(1) S - Nominal + Verb Phrase is the highest ordered rule and

this is shown by its being at the top of the diagram; whereas,

(10) Tense -'Past' or 'Present' is the lowest ordered rule,

and this is shown by its being at the bottom of the diagram.

?. 2.4.3 Transformation Rules. The second type of rule is represented

by a set of more complex rules which serve to convert certain under-

lying branching diagrams into new, less central, derived trees, such.

as those corresponding to complex sentences, within which are im-

bedded other simpler, already derived sentences. The exact specifi- S

cation of constraints which must be imposed on this type of rule,

called the "grammatical transformation," is an important desideratum
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of contemporary linguistic research. These rules of transformation

are particularly powerful, and their postulation seems indispensable

to an, explanatory theory of grammar; but their exact nature remains

to be tested in intensive and extensive inquiries into grammars of a

number of natural languages, and much controversy has arisen about

them in linguistic circles. Transformational rules have a completely

different form from the rules of formation discussed above. A gram-

matical transformation may be specified by an ordered triplet, D, Z,

t, where D is a certain derivation tree or constituent structure, Z

is a. string, of subjacent elements and t is an elementiry transforma-

tion of the constituents of that string. Transformations may effect

permutation, ellipsis, addition, etc., of. elements. Furthermore,

such rules serve to map trees into new trees, yielding strings with

derived constituent structure. The recursive power of the grammar

inheres in its transformational component, for such rules are per-
mitted to reapply in specified order to already derived transforms.

The action of a specific transformational rule may be illus-

trated on th'e kernel sentence introduced above: "The computer cal-

culated the logxrithm." It has been demonstrated that passive sen-

tences may be produced from underlying active sentences such as the

one above through the agency of the so-called passive transformation.

The passive transformation can be applied to any string that is analy-

zable iuito the following constituent structure:

Noun Phrase + Auxiliary (Tense) + Verb Base + Noun Phrase and

will necessarily include the elements in the terminal .string representing

the sentence above:

Ithe + computer + Sg I+ Past + calculate + [ the + logarithm + Sg] 2

Since bracketing is. equivalent to tree structure, these representations

correspond to elements D, Z of the ordered triplet mentioned above.
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The third element "t" will operate on each item in the constituent

structure in turn to produce the following effect: 13. Noun Phrase2 +

Past + be + en + Verb + by + Noun PhraseI and the following is ob-

tained by substitution of the appropriate English morphemes:

the logarithm + Sg + Past + be + en + calculate + by + the + computer + Sg

z.Z.4-4 Morphophonemic Rules The third or bottom level of gram-

matical structure consists of morphophonemic, phonemic, and pho-

netic rules which map representations of sentences as strings of

parenthesized morphemes into proper morphemic and phonological

form, finally creating the most detailed kind of phonetic transcription.

These rules will not be illustrated in their entirety here because they

are not of immediate importance to lexical processing efforts such.as

automatic translation, but the morphophonemic rules will be demon-

strated on the kernel sentence above and on its passive transform.

The resulting strings will thus be left in the conventional orthographic.

shape. First, a listing of these obligatory rules:

Morphophonemic Rules

14. {pg) - { }

15. X + affix + verb + Y -X + verb + affix + Y

16. Past - d; 'be + Past - was; en -- d

17. X [af] Y - X @ [ Y]y*

18.. X+Y--- X#Y

* • The symbol + designates an affix linkage.

•* The symbol # indicates a word boundary.
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The kernel sentence will be transformed by the above obligatory rules

in the following way:

the + computer + Sg + Past + calculate + the + logarithm + Sg

14. the + computer + • + Past + calculate + the + logarithm +

15. the + computer. + + calculate + Past + the + logarithm +

16. the + computer + + calculate + d + the + logarithm +

17. the + computer Q $ calculate 0 d + the + logarithm Q

18. the # computer Q % # calculate 0 d # the # logarithm 0

yielding the sentence below in the conventional orthography:

The computer calculated the logarithm

The passive transform of this sentence, would be developed by

the same rules, as follows:

the + logarithm + Sg + Past + be + en + calculate + by + the +

computer + Sg

14. the + logarithm + $ + Past + be + en + calculate + by + the +

computer +

15. the+ logarithm + 0 + be + Past + calculate + en + by + the +

computer +

16. the + logarithm + $ + was + calculate + d + by + the + computer +
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17. the + logarithmOn 0 + was + calculated@ d + by + the + computer

18. -the # logarithm # 0 # was # calculated • d # by # the # computer

yielding the sentence below in conventional orthography:

The logarithm was calculated by the computer

2. 2.4-5 Theoretical Framework. After the above practical illus-

tration of grammatical organization in terms of an English example,

it seems reasonable now to launch into a brief consideration of under-

lying theory together with abstract representations of the notions of

string, language, generative grammar, phrase structure grammar,

grammatical rules, structural descriptions, etc.

Given a finite vocabulary VT a string is a finite-length con-
T

catenation of elements of V T The string is said to be over VT.

There are as many strings over V as integer numbers, the set of
T

all strings has the power of enumerable infinity. This latter set is a

semigroup with respect to concatenation, namely the concatenation of

two strings is a string; and concatenation is associative:, if the following

si denotes strings and the + sign is the concatenation sign, then

(s + s)+ s 3  s + (s 2 + s3 )

This associativity feature allows us to write s s+ + s 3 without

ambiguity, omitting. the parentheses.

A language L is a subset of the set of all strings over VT.

"A string. of L is a sentence. Interesting languages are not finite:

_4
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they have an enumerable infinity of sentences, at most. The number

of languages over VT is continuous infinity.

The generation of a language L is accomplished with the help

of a finite language, called generative grammar, over a vocabulary

V,. such that

V =VTUVNN VTF' VN = N ., VN .

VT is the terminal vocabulary: the vocabulary of the language L to

be generated; VN is the non-terminal vocabulary.

A sentence of the grammar is called a rule. It is essential

that the number of rules should be finite, otherwise we would not gain

anything by substituting the grammar for the language, as a generating

devic e. k

In order to keep a generative grammar compatible with a

Turing machine, the general form of a rule is

where sa and s2 are strings over V; and -- interpreted as "rewrite

as," is an element of VN" excluded as a permissible component from

si.

A set of rules of the above form - called an "unrestricted

rewriting system" - can hardly qualify to be a grammar. In order to

make this system a "rewriting grammar" we have to impose two fur-

ther conditions:

1) if 1 (a) is the "length of a", i.e. the number of elements

of V concatenated, we have to have: 1 (s1) :-(sz). The

rules have to be "length-preserving." This condition is

needed for decidability purposes, In particular, deletions

are forbidden,
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2) s8 must not be terminal: at least one element in sI must

be non-terminal. This condition is needed to terminate the

generative process.

A rewriting grammar is called a phrase-structure grammar if

its rules are of the form

O+A+zlb-- O+a÷o

4 4, a are strings, and A is .a non-terminal string of length one.

and 0 may be null strings.

A phrase-structure grammar is context-sensitive, if in at

least one of its rules 4 or 0. or both are non-null. Otherwise, it is

context-free. Thence. the rules of a context-free grammar are of

the form

A--a.

A context-free grammar is regular if all its rules are of the form

A--a + B

where a is a single terminal element, B a single non-terminal element.

Languages have the same class-names, i.e., context-free, context-

sensitive, as their generative grammars. The generative process

takes place as follows:

Given a grammar G and the language L to be generated, we define an

intermediate language L between G and L. L has an infinite num-

ber of sentences, defined recursively:

I) S is a special element of VN; the string of length one S

is a sentence of L

2) If 4+A+o is a sentence of L 1 and if A -a is a rule of G,

than O+a+o is a sentence of L 1 .

L is the proper subset of L whose sentences are all terminal. Given

a sentence of L, its S-derivation is a finite sequence of sentences of,

LI, the first sentence of the sequence being S, the last one of theIJ_________________________________________________ _________
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4

sentence of L, and any member of the sequence is obtained from the

previous one by a rewriting rule, except S, of course. Sentences of

L that have no S-derivation cannot be generated. In this case the

grammar is really inadequate for L.

Two grammars are weakly equivalent if they generate the same

language. It is obvious from the above described generative process

that a grammar generates only one language. The number of rewriting

grammars is enumerable infinity. The number of languages being

continuous infinity, it is obvious that most languages have no genera-

tive grammar at all.

For phrase-structure grammars,. one can define the "structural

description" of a generated sentence. It is a string on V whose left-

most character is S. If Ak is the kth element of the string (supposedly
non-terminal character), and if Ak-ak + .... + an, the (k+l)-th

1 1 is terminal+ the (+)n lmn

element of the string is ak. If ak is terminal, the (k+)-nd element
Sof the string is a k If it is not, we repeat the same procedure by

developing ak in the place of A, - until we encounter a terminal

element. As an example, consider the following S-derivation of the

sentence "The small boy plays baseball today."

S - NP+ VP

NP - Art + Adj + Noun

VP - V + NP + Time

Art the, Adj--small, Noun -boy

V - plays

NP - Noun

Noun '- baseball

Time - today The: notations are intuitively obvious,.,

The structure, description is:

S"S+NP +Art+th e+Adj+ small+Noun+boy+VP +V+plays+ NP+Noun+bas eball+

1i
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Time+today. The structural description is clearly an embedded par-

enthesis system in Polish notation. Hence it can be geometrically

represented by a tree. Notice that eventual context-sensitivity is not

visible, unless one introduces some special notation for it; that the

order in which the rules were applied is not visible either, while it

is in the. S-derivation; and that the grammar has to have a phrase-

structure.

We can require a generative grammar to generate structural

descriptions instead of sentences; the sentence can be obtained by

deleting - in a final extra-grammatical rewriting procedure - the non-

terminal elements in the string. Two such grammars are strongly

equivalent if they generate the same set of structural descriptions.

In a grammar, a sentence may have more than one structural des-

cription. It is then ambiguous.

With generative grammars we associate various kinds of lin-

guistic automata. A generator has the grammar as input, its output

is the sentences of L, if the generator is "weak", or the structural

descriptions of the sentences of L, if the generator is "strong." Such

a generator is of little practical value, but current theory of human

and artificial intelligence asserts we have to be able to construct it,

at least theoretically, before proceeding to more sophisticated lin-

guistic automata, for a given class of languages.

A scanner's input is the grammar and a string over VT; the

output is a yes/no answer, according to whether the string belongs to

the language as a sentence or not. A regular language's scanner is a

finite automaton, a context-free language's scanner is a pushdown

store. We know that a context-sensitive language's scanner goes be-

yond linear-bounded automata.
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A. recognition device works like a scanner, but besides giving
a yes/no answer, its output is also the structural description. We

usually require recognition devices to be finite transducers. They can

be effectively constructed for context-free languages. Little is known

about recognition devices of context-sensitive languages. Intuition

and a sort of reasoning by analogy suggests the examination of Newell-

Shaw-Simon list structures.

In mechanical translation we also need production devices,

whose input is the structural description of the source language's sen-

tence, plus some transfer grammar;, its output is the target language's

s entenc e.

Present mechanical translation techniques elaborate "MT -

systems" that are simultaneously grammars, scanners, recognition

and production devices and transfer procedures. Such systems have

clearly no serious scientific pretensions, their 2ply justification is

effective translation, when they really do it, through suitable hardware.

In order to ameliorate the present quality of MT-output, a

theoretical approach using results of mathematical linguistics and

artificial intelligence theory seems necessary. A research schedule

valid for both linguistics and MT'would be:

1) Generative grammars covering an ever-extending part of

the source and target languages.

2) Recognition procedures of the source language covering

the part already generable by grammars and preceded by

a search strategy covering the whole language.

3) Transfer and production procedures.

4) Heuristic procedure: given a. huge number of sentences of

L, a machine should be able to write the grammarp, pro-

vided its class is specified.
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We wish to underline that no heuristic procedure is possible at an

earlier date. Let us illustrate this by an example:

Suppose a sentence is a correct multiplication of integer num-

bers, 5 x 12 = 60, for instance. Suppose we give a machine a huge

number of such multiplications and we require it to print out the

"multiplication grammar", i. e. the multiplication rules. Perhaps

we could write such a program, but only because we already know the

multiplication rules. Otherwise we would not even know how to make

the most elementary statements. This example shows the fallacy of

so-called "discovery procedures."
Present MT-systems that are really translating use the only

existing grammars: traditional ones, combined with the use of sophis-

ticated hardware and software. Present thought is, however, that

context-free grammars are inadequate for the generation of natural

languages. Authors having heavily contributed to the theory of con-

text-free languages (Chomsky, Schi1tzenberger, Bar-Hillel) warn

constantly against their use in MT.

To furnish a more adequate tool for the generation of natural

languages, Chomsky proposes transformational grammars. A trans-

formation rule is of the form

(Sl' .... S)-

where the s are structural descriptions furnished by a phrase-structure

grammar. In other words, a transformational rule operates on a

string sequence. Notice that the sa on the left side are not concatena-

ted; they are the components of a sort of a string vector.

The main advantages of transform atibnaI rules are:

1) Total satisfaction of the linguist's intuition. In fact, lin-

guista always used transformations,, until the advent of the

UI
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1 sterile "structuralist' school of the last Z0 years. In this

sense, transformational grammars are a formalized con-

tinuation of Ferdinand de Saussure's work. The research

schedule that gives theoretical priority to generative gram-

mars, before going into pragmatics (recognition and pro-

duction), semantics and heuristic procedures, is also im-

plied- -as Chomsky points out, in de Saussure's "language

Vs language" theory.

Z) Economy. Context-free grammars fail presumably because.

they introduce hundreds of thousands of rules and word

classes in natural languages. Nobody can compile such a

grammar or master it while its compilation goes on.

Transformation rules are meant to reduce seriously the

number of rules and classes. Besides, context-free

grammars assign to sentences the tree-type structural

description given above. Apart from simplE, short sen-

tences, this type of structural description is rather un-

satisfactory. In order to obtain something more powerful

* we have to operate on these trees and replace them, by

transformation, with a resulting new kind of structural

description.

The phrase-structure part of the grammar, generating the

simplest sentences with a tree-type structural description, is called

kernel. Transformation rules operate on the kernel; at the end of

the generative process morphophonemic rules (presumably also trans-

formational) yield the sentences in their written or spoken form.

The above-described linguistic theory is a meta-theory. It

furnishes a formal system. How this theoretical framework will be
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filled by the particular contents of a given natural language is up to, 4L

the linguist. Consequently, at the present time, we have a multiple

task:

1) further elaboration of the meta-theory

2) testing and improvement of the meta-theory by way of ap-

plication of the theory to specific grammars of various

natural languages.

3) Theoretical modelling and practical realization of a linguis-

"tic automaton having all the necessary requirements for

language data processing, that is to say: generative, rec-

ognitional, transfer, and productional features.

!.4
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2. .4.6 Application to Russian. Throughout the past eight

years at MIT and during the past three years at IBM Research

and currently at IBM and the University of Illinois in conjunction

with Professor R. B. Lees, a substantial set of rules of formation

(constituent-structure rules) and rules of transformation have been

elaborated for English among many other substantial inquiries

into the nature of language.

Because of the cogency of the theoretical orientation and

of the fresh insight which these studies have provided for English

grammar, a natural outgrowth of such linguistic investigations was

the initiation of an attempt to formalize Russian grammar in a similar

fashion. Accordingly, such a program of grammatical research was

instituted at IBM Research during the contract period represented by

this final report. There is a variety of reasons why an independent

study of Russian grammar is being vigorously pursued at IBM Re-

search. From a theoretical standpoiit-an intensive investigation of

syntactic structure is the only known independent way to gain a clearer

understanding of language, machine translation, information retrieval,

linguistic behavior, language learning, etc. The principal task of a

linguistic scientist in the study of grammar is to specify in rigorous

detail the formal structure of grammatical rules, as previously out-

lined. A grammar may be regarded as a kind of automaton. lying, in

mathematical power, between a finite-state Markov process and a

universal Turing machine. The specification of the exact nature of
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this automaton demands the rigorous formulation and study of gram-

matical rules for a plurality of languages in the search for general

validity of a powerful theory for natural languages and languages in

general. If the linguist is required to express the grammatical rules

he studies in a fashion rigorous enough for the programmer to, encode

for a computer, he will be led ipso facto to an exact mathematical

specification of the power that must be built. into the rules. Such a

specification of structure and mathematical power is one of the main

results of linguistic study, for it determines certain minimum require-

ments for lexical processing but also yields a strong implication of

what kind of capabilities must be presumed to be built into the nervous

system of a child to enable him to learn and use language. At the pre-

sent level of linguistic investigation into the formal features of sen-

tences and grammars, the complexity of detail of rules that must be

constructed and the network of paths of derivation through the rules

are such that the algorithmic and iterative features of a general-purpose

computer are welcome aids to research and understanding.

From the standpoint of the problems of machine translation

there are equally cogent reasons for the type of grammatical research.

proposed above. As research progresses in the automatic translation,

of texts in one language to semantically equivalent texts in another,

it becomes more and more. necessary to have at hand detailed knowl-

edge of the syntactic organization of sentences. in both source and

target languages. Such crucial knowledge, it seems, can be gained

only by compiling s entenc e- enumerating rules. and by studying them

in great detail in order to devise optimal methods for their manipula-

J tion within machines. More specifically, as techniques are perfected

for assigning structural descriptions to individually presented sen-

tences, in other Words, for the automatic recognition of, sentence
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astructure, the principles of syntactic organization utilized must ap-

proach inevitably those built into any adequate sentence-generating

grammar.

If the fact that grammatical research is essential to progress

in machine translation is unconditionally accepted, then grammatical

investigations of the above type would seem to offer the most productive

framework within which to compile the necessary information. Not

only have transformations proved to provide tremendous insight into

grammars of individual languages by helping to specify the relationships

among sentences, but also they seem to play an important role in a

truly explanatory theory of language, a theory that purports to account

for the linguistic behavior of a normal human being. In addition, re-

"cording the grammatical -information generated in a strict rule form

places correspondingly greater demands on the investigators in terms

of efficiency, simplicity, and completeness and presents the data in a

form already amenable to machine manipulation.

Another important point to be made about this kind of gram-

matical research is that a comparison of grammatical rules for both

English and Russian cannot be avoided; as a matter of fact, it is rather

to be encouraged and even recorded. A strict comparison of rules

leads naturally to a comparison of derivations through the rules to

form sentences in each language. In other words, here lies the be-

ginnings of a comprehensive and formal study of the transfer function

from a given sentence in Russian to its nearest grammatically and

semantically equivalent sentence in English.

These deeper grammatical studies of Russian were initiated

relatively late in the contract period and have not yet yielded sub-

stantial results. As indicated previously, the effort has concentrated

on the elaboration of a substantial set of constituent-structure rules
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and a consideration, at least, of a similar set of rules of transforma-

tion. Many data are known and many data have been marshaled for

intensive study, but only a preliminary study of the data has been

completed. Because of the inconclusive nature of results obtained so

far, it has been deemed expedient to illustrate the. work by presenting

the tentative set of rules of formation and transformation for a kernel

sentence in Russian semantically similar to the English kernel sen-

tence used previously to explicate some of the details of the general

theory. It should be no surprise that the rules for English and Russian

are very much alike. It should also be obvious that the majority of

the differences will occur in the morphophonemic rules because of

the highly inflected nature of the Russian language. The list of rules

and the derivation of the Russian sentence follow.

Constituent-Structure Rules

1. Sentence - Nominal + Verb Phrase

2. Verb Phrase - Auxiliary + C- verb + Modifiers-Z

3. EVerb + Modifiers - -Verb transitive perfective + Nominal

4. (Verb Transitive)* Nominal - Accusative + Inanimate Noun +

Number

5. Nominal - Nominative + Inanimate Noun + Number

6. Number -Singular

7. Auxiliary -Tense

8. Tense - Past

9. Verb transitive perfective - VYCISLI (calculate)

10. Inanimate Noun -MAWIN (machine) + Feminine

Inanimate Noun -LOGARIFM (logarithm) + Masculine

* Parentheses here indicate a contextual restriction.
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The set of derivations in ,•ccordance with the application of the

above rules reads as follows:

I. Nominal + Verb Phrase

2. Nom. + Auxiliary + EVerb + Modifiers-i

3. Nom. + Aux. + Perfective Transitive Verb + Nominal

4. Nom. + Aux. + Vtr perf + Accusative + Inanimate Noun + Number

5. Nominative + N.n+ No + Aux+VeV + Acc.+ Nn+ No
in tr perf in

6. Nomin. + N.in +Sg+ Tense+ Vtr perf +Acc. + N.in + Sg

7. Nomin. + N. + Sg + Past + V + Acc. + N. + Sg
in tr perf in

8-9. Nomin. + MAWIN + Fern + Sg + Past + VYClSLS + Acc. + LOGARIFM

+ Masc + Sg

This set of derivations can be represented by a tree structure as shown

0 on Figure 2.2-15.

The above rules of formation have produced a string which

will eventually produce a Russian sentence equivalent to "the machine

calculated the logarithm." But before this sentence can be completely

derived by the application of obligatory rules of transformation for

morphophonemic assignments, it will be interesting to try to illustrate

an optional rule of transformation. Again it will be instructive to set

up a provisional passive transformation of the above sentence. The

tentative general rule might read as follows:1 2

10. ENom. + N + Sgjj+.VPast +Vte f:f_+ r-Ac- c + N+
inom tr per ~ in Sgll2

- Nom. + Nn + SgZ + -[ Past + Vcop p / EPres +

VcopeP]+ Past Passive Participle + V perf

Vc pierf Vtr ]er
E.-Instr + N. + Sg--

in
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II

Seit tence

Nominal Verb Phrase

Auxiliary 
er Modifier .]

Perfective Tr. Verb Nominal

Nomin, Inan. N. Number Accusative Inan. N. NumberI, I;
Singular SIngular

Tense

Past

MAWIN + F VYCISLI LOGARIFM + M

Figure Z.-Z-15 Derivation, of the Sample Kernel Sentence
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This rather complex passive transformation rule seems nec-

essary because the passive transform of a perfective verb in the past

tense requires a past passive participle preceded by the copulative

verb either in the past perfective or'in the present imperfective, a

choice made by the speaker to fit the extra-linguistic circumstances.

In the case of the sentence under discussion the past perfective form

of the copula will be chosen so that the basic shape of the transform

will be:

ENom. + N in + Sg-Z+[--Past + Vcop perf +PPP + Vtr perr-"- +

EInstr + N. + SgZ-
in

Substitution of Russian morphemes for the appropriate symbols

in the above string leaves the following transformed string just prior

to application of the morphophonemic rules:

Nom. + LOGARIFM + Masc + Sg + Past + BY + PPP + VYCISLI +

Instr + MAWIN + Fem. + Sg

Both kernel sentence and its passive transform will now be

subjected to the morphophonem ic rules in order to develop the present

strings in an English transcription corresponding to the conventional

Russian orthographic system. The morphophonemic rules are listed

below.

Past
11. fNom. + N + SR PPP - Nom. + N +

E .Past + PPP

Past,
SSgZ +Fem PPP

Past +Fern + PPP

Hl ~Past
"E:Nom. + Nmasc + Sg:__ + PPP -

C- -__Past + PP
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Past
ENom. + N + Sc_+ + Masc + PPP

masc (Past + Masc + PPP}

12. X af vY - XvafY

13. MAWIN + Fern + Sg + Nom. - -a

LOGARIFM + Masc + Sg + Acc - -0

LOGARIFM + Masc + Sg + Nomin --- 0

VYCISLI+ PPP - -EN-

Past - -

Fern - A -

Masc - 0

14. X (' Y - x (N Y
(af )af

15. X0GY - X#Y

The kernel sentence would be obtained from the string in the

following way:

Nom. + MAWIN + Fern + Sg + Past + VYCISLI + Acc + LOGARIFM +

Masc + Sg

which was obtained by the previously stated rules 1-9:

11. Nona. + MAWIN + Fern + Sg + Fern + Past + VYCISLI+ Acc +

LOGARIFM + Masc + Sg

12. MAWIN + Fern + Sg + Nom. + VYCISLI + Past + Fern + LOGARIFM

+ Masc + Sg + Acc

13. MAWIN + A + VYCISLI + L + A + LOGARIFM +

14. MAWIN 0 A + VYCISLI (3 L 0• A + LOGARIFM @0
15,. MAWIN 0 A + # + VYCISLI (+) L (7A # LOGARIFM 0

yielding the Russian sentence below in a special transcription:

MAWINA VYCISLILA LOGARIFM
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The passive transform of the above kernel sentence would be

similarly derived:

Nom. + LOGARIFM + Masc + Sg + Past + BY + PPP + VYCISLI +

Instr + MAWIN + Fern + Sg

11. Nom. + LOGARIFM+ Masc+ Sg +Masc +Past+ BY+ Masc+

PPP + VYCISLI + JIstr + MAWIN + Fem + Sg

12. LOGARIFM + Masc + Sg + Nom. + BY + Past + Masc + VYCISLI

+ PPP + Masc + MAWIN + Fern + Sg + Instr

13. LOGARIFM + 0 + BY+L+ + VYCISLI + EN+ 0 + MAWIN + 01

14. LOGARIFM( 0 + BY( L+ + VYCISLI + EN + 0 + MAWIN +01

15. LOGARIFM(30#BY@) L@O#VYCISL•qE:DG #MAWIN(01

yielding the Russian sentence below in a special transcription:

LOGARIFM BYL VYCISLEN MAWIN01

The above sets of rules and derivations should in no way be re-

garded as definitive. They are based only on the data considered up

to the present time. As formerly stated, they have been presented

only to demonstrate the nature of the investigation to which the Russian

language is being subjected and to give some idea of the eventual goals

of such work. The investigation would naturally be extended throughout

available Russian grammatical data and beyond so that the rules might

reflect as broad a data base as possible.
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2. 3 System Organization

At the beginning of 1962, the AN/GSQ-16 Mark II Language Proc-

essor possessed the same system configuration that it does today.

The organization of this multipass processor was thoroughly described

in the final reports for the Word Analyzer, AF 30(602)-2072 and the

Mark II System AF 30(602)-2080. Although no changes have been made

to this system during the contract period, significant improvements

have been developed and logically defined as a result of detailed studies

performed during this period. Investigations have concentrated on the

employment of a rapid subtable search in core memory (high-speed

search), and of addenda and errata tables to supplement the main

lexical tables in the Photostore.

The significance of the rapid subtable search lies mainly in its

ability to perform extremely rapid processing where repeated access

to limited tables is the required operation. The grammatic structure

of language statements is determined in the Mark II by a contextual

analysis of words employing, extensively, the type operation amenable

to rapid subtable processing. In detailed estimates of production trans-

lation rates which would result from use of this procedure, it is ap-

parent that an increase in productivity of one to two orders of magnitude

may be achieved. These estimates are included in this section.

With availability of such a search algorithm as the rapid subtable

search, the utilization of addenda, errata, high-frequency occurrence

subtables (common words, etc.), and lexicon indices becomes both

feasible and advantageous.. Considerable thought has been given to the

procedures required to perform language processing with such tables

augmenting the Photostore, and to maintain compatibility with the

longest match and integral address search algorithm. These procedures

must insure, that the Photostore tables are logically'an extension of the

subtables in core memory. Such search procedures have been largely
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developed so that exploitation of the addenda, errata, common words,

and lexicon indices may commence as soon as system implementation

is accomplished.

2. 3. 1 Rapid Subtable Search

Since all entries in the subtables to be processed in core memory are

integrally addressed, the subtable search must be ordered in a manner

similar to that employed in the Photostore so as to guarantee accession

of the longest matching entry. In the Photostore a Track Search

locates the point where the shortest subsequent Entry Search (serial

descending entry-by-entry examination) will locate the longest matching

entry existing in the lexicon. The latter Entry-Search must be per-

formed nearly identically in core memory subtables; however, the

initial subtable search which is functionally equivalent to the Track

Search in the Photostore may be performed by several methods in core

memory. Three such methods of track or "neighborhood" searching

in core memory subtables have been investigated and developed in

order to ascertain an optimum routine. These are:

a Block Sampling search,

a Binary Sampling (Fibonacci) searcht and

a Key Transform Directory.

The Block Sampling search is designed to effect a sampling

search of the subtable in core memory in a manner almost identical

to the Track Sampling search in the Photostore. Thus, most of the

circuits employed for the latter would be employed for this new function.

The equivalent of a track in core memory would then be composed of an

arbitrary length block of entries in the subtable. Optimum access

considerations have been employed to fix this block length at 4N71,
where N i. the total number of entries in the subtable. For this method

of subtable search. the random access time, expressed in microseconds,

is given by:
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access time =60 4JI-h+ 36 N
x

where N is the absolute minimum number of entries that must be

sampled during a particular Entry search. As may be seen, access

time increases nonlinearly with table size, N. For this reason, a

comparison with other search methods will be contingent upon this

factor.

The Fibonacci search is a modified binary sampling search

wherein specific midpoint entries are selected, for a given subtable,

as nodes for all possible searches. These nodal entries are provided

with address vectors which specify the branch location of the next

higher- and lower-valued nodal entries in the binary tree structure.

For a subtable with N entries, the number of samples to be performed

would be]

[log 2 (N + 1) ]integer

for which the access time, in microseconds, is:

access time = 34 g NJ + 90 N + 46

Thus, for an N of 10, the two search modes would provide an equalx

access time of 1. 3 milliseconds for a table size of 1425 entries.

Smaller tables would be searched faster by Block Sampling and

larger tables searched faster by the Fibonacci search. The final

selection between these search modes will obviously be determined

when the subtable size has been sufficiently specified.

A Key Transform Directory method of performing the equivalent

of a neighborhood search on a subtable in core memory has been de-

veloped which transforms, in a 64-word directory, a key obtained

from the input text into the memory address of that neighborhood in

the subtable where an Entry search should commence. The key is

simply the first six-bit character of the input, and the directory, in

core memory, transforms each key into one of 64 possible subtable
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neighborhood locations, effectively dividing the table into that many

subsections. This method is extremely fast in that only two memory

cycles, are required to access the desired neighborhood. Here again#

however, table size will be a determining factor in a final selection

of search mode. Since the directory can become very large if more

than 64 subsections are considered, the Key Transform Directory may

not be practical for very large subtables.

2.3. Z Addenda-Errata Files

With the rapid subtable search a logical reality, some thought has

been given toward incorporation of several types of subtables.

Addenda are frequently necessary for a few highly specialized and

novel terms which are developed in languages. Errata can be used C

effectively to correct both programming errors and permanent photo-

graphic errors in the Photostore. In addition, it may be advantageous

to include entries for words with very frequent usage. Thus only

100 entries in the rapid-search subtable could accommodate up to

50 percent of input words, thereby considerably reducing processing

time. All three of these items may be sorted together without

difficulty. In. some instances it will be necessary, after locating an

entry in this subtable, to search the Photostore for the possibility of

a longer match. Statistics for this occurrence are not yet available

as they are determined by the lexicon entries on the Photostore.

Finally, the inclusion of a Photostore track index in this

subtable in core memory provides a very useful means of decreasing

access time in Photostore searches.. Each input unit to be processed

will first be compared to the rapid-search subtable, and then com-

paredif the matching entry in this subtable so indicates, to the

Photostore for a longer match. It is very convenient to perform a

track index search concurrent with this subtable search sihce the
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index entries may be sorted with other subtable entries. For this

purpose, the highest valued argument on each Photostore track

would serve as an entry in the subtable, with the entry function pro-

viding the Photostore track number. When an Entry search is per-

formed in the subtable, the comparator signals will be employed to

indicate the lowest valued index entry which is numerically superior

to the input value. With the track location known, the Track Sampling

Search in the Photostore can be replaced with a direct track access,

thereby reducing overall access time by perhaps as much as 40 per

cent.

These four intended applications for the rapid-search sub-

table would exploit this technique to effect a significant decrease in

processing time and an increase in flexibility and reliability. From

presently available. information, these tables may well range in size

from 25 to 50 thousand characters. This additional capacity of core

memory, and the attendant index registers required, are by no means

insignificant cost items; however, the production cost with these

features will be considerably lower than that anticipated without

rapid subtable search.

2. 3. 3 Production System Performance Estimates

In evaluating the merits of various potential improvements in data

processing techniques which might be incorporated into the

AN/GSQ-16 Language Processor, a definite need became apparent

for a detailed estimate of. system performance as measured by proc-

essing time. Accordingly, the multiple pass Russian-to-English

process was chosen as typical of future operations, and the Mark 1I

organization was assumed as operational with the rapid subtable

search (high-speed table search) in core memory. The following
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charts, processing conditions, and resultant operational performance

were derived from this study.

2. 3.3. 1 Main Dictionary Storage Requirements and Average
Entry Lengths (see Tables 2-1, 2-Z, and 2-3).

a. Search Input State-Conversion of source language

to intermediate language:

*200, 000 entries at 20 char. /entry = 4,000,000 char.

b. 16 Intermediate Passes (0 through 15):

14, 860 entries at 36 char. /entry = 533,00 char.

c. Final Pass - Conversion of intermediate words

into English:

*300, 000 entries at 35 char. /entry = 10, 500, 000 char.

*Best realistic estimate available on operational Russian

multipass dictionary.

This represents a total of 15,,033, 000 characters at 7 bits

per character, or a total of 105, 200, 000 bits.

2. 3.3.2 Table-Search Parameters. The statistics on Russian-

English Multipass translation for a random sample, 20-word sentence

are given in Tables 2-1, 2-2, and 2-3. Regardless of the storage

media or method of search, the number of entries that must be com-

pared during an "in-line" (entry) search is determined by:

Nx + 1/Z N

where N = number of entries per block (determined by method of

"neighborhood" or binary search employed), and Nx = the average

number of entries between the desired entry and the place at which

EI signal changes from "-greater than" to "less than." Nx will be

assumed to be 15 entries for all searches.
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Table Z-2,Intermediate Passes - Sentence Analysis Statistics

Pa.s Total No. of Total No. of "Control" No. of Searches No. of No. of Searches No. of No. of
No. intries, Average Table Stze Entries, Avg. No. on "Control" "Additional" on "Additional" Main Dict- Core

No. of Characters in Characters of Characters Entries Entries Entries ionary Table
Entry Per Entry Searches Searches

0 100 Entries. 2,000 100 Entries. 22 - - 2Z
Z0 Char. /Entry Z0 Char. /Entry

I 500 S 17.500 70 , 47 430 6 53
35 20

Z 240 , 9,600 240 9
40 40 29 - - Z9

3 1060o, 50.
35 37,000 25 25 1010 I I Z5

4 400 , 400 .
35 14,000 35 29 -- 29

5 180 , 180-,

35 6.300 35 27 - - - 27

6 300, 300 .
40 IZ,000 40 24 - - - 24

7 Undefined 33.300 32

8 700, 50,
40 28,000 25 22 650 1 - 23

9 3000, 500.
45 135,000 25 44 2S00 2 44

10 360. 75,
25 9.'000 20 31 285 2 - 33

I1I Undefined 33,300 32

12- 1600,, 250,
30 48.000 20 33 1350 a 33

13 Undefined '33.300 32,

14 Undefined 33. 300 32

15 2700 , 300
30 81,000 20 40 2400 1 I 40

Note 1: Data for the four linguistically undefined passes are based on the average statistics of the twelve (12)
defined passes.

Note Z: For a 20-word sentence, a total of 522 searches is made for passes 0 through 15. For the AN/GSQ-16
System the breakdown of searches shown in the last two-columns is for an 8,000-word.(36 bits/word)

memory, with core table *its restricted to 35. 000 characters, providing for processing two
sentence&, of 150 words each, at a time. In this case there are 510 core table searches and 12
Photostore searches.

Note 3: Withea 16.000-wor4. memory, there would be 84,:000 character addresses for core tables. in thts
case there. would be 520,coro table searches &Md Z Photostats **arches.

Note 4: Total storage requirement for passes 0 through IS- 533.000 characters.
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The average number of characters matched per entry compared, and

the average length of function readout is shown in Table 2-4.

Table 2-4, Entry statistics for Search Operations

Table Type Total Average Number Average Number Function
Entry Matching Characters Matching Characters Readout
Length Neighborhood Search In-Line Search

Search-Input
Pass 20 char. 3 char. 6 char. 12 char.

Inte rmediate
Passes 36 char. 4 char. 9 char. 20 char.

Final Pass 35 char. 4 char. 9 char. 20 char.

Note: All these figures include la1CL.

2. 3. 3.3 Unit Processing Record The expectation for sentence

length of technical Russian text is 21 words. Therefore, in order to

obtain realistic estimates, throughput calculations should be based on

processing of 20-word sentences; two 20-word sentences processed as

a unit record.

2.3. 3.4 Estimation of AN/GSQ-16 Performance.

a. Operating performance will be calculated under the conditions

specified in paragraphs Z. 3. 3. 1 to 2. 3. 3. 3. Photostore

parameters, considered necessary and realizable, are:

120-million bit capacity

3. 5-megacycle bit reading rate

j. 20-ms average random access time

11-ms average sequential access time

b. Core memory with 2. 4 .i sec cycle time assumed.

Throughput rates will be calculated for two sizes
SAS:I of core memory capacity:

ii
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1. An 8, 000-word (6 characters) memory, allowing

approximately 35, 000 characters for table storage.

2. A 16, 000-word (6 characters) memory, allowing

approximately 84, 000 characters for table storage,

c. Input/Output via magnetic tape is assumed.

d. Because of core memory limitations, Pass 9 must be

separated into "control" entries which will be searched

in core tables and "additional" entries which will be

searched in the Photostore. This is also true of Passes

3, 12, and 15 with an 8,000-word memory capacity.

However, even with a 16, 000-word memory, it would

be desirable to split up Passes 3,8, and 15 because the

readout times for the additional tables is larger than the

Photostore search times required if these tables are

split.

e. Core memory table search time depends on several

factors -- method used, number of entries, average

entry length, Nx, and hardware implementation. The

following estimate s are based on Nx = 15, a block-

stepping followed by entry search technique, and a

conservative hardware implementation which saves

hardware by requiring that every alternate memory

cycle be used for character comparison. Also, these

estimates are based on a 2.4 ýi sec memory cycle.

I) Search Input Table:

8K: 1090 entries (18,850 char.): 1. 4 ms/search

16K: 2690 entries (58, 850 char.): 2. 0 ms/search.

2) Pass 0: 100 entries, 0. 80 msec/search
3) Pass 1: 500 cntries, 1. 20 "

4) Pass 2: 240 " 1. 10 "



184.

(Split) 5) Pass 3: 50 entries 0.70 msec/ search

6). Pass 4: 400 " 1. 10 "

7) Pass 5: 180 " 1.00 "0

8) Pass 6: 300 " 1.10 "

9) Pass 7: 930 " 1.50 "

(Split) 10) Pass 8: 50 " 0.70 "

(Split) 11) Pass 9: 500 " 1. 20 i,

12) Pass 10: 360 " 1.00 "

13) Pass 11: 930 " 1. 50 " I

(,Split 14) Pass 12: 8K: 250 entries 1. 00 "1

for 8K) 16K: 1600 entries 1.60 "

15) Pass 13: 930 " 1.50 "

16) Pass 14: 930 " 1. 50 "

(Split) 17). Pass 15: 300 " 1.00 "

18) Final Pass Table:

8K: 1000 entries (24, 000 char.): 1. 4 ms/search
16K: 1500 entries (41, 500 char.): 1. 6 ms/search

f. Throughput Rate Estimate:

1) Search Input Pass: (20-word sentence)

8K: 20. core table searches @ 1. 4 ms = 28 me
20 Photostore searches @ 20 ms = 400 me

or 16K: 30 core table searches @ 2. 0 ma = 60 me
10 Photostore searches @ 20 me = 200 ms

8K: 428 ms, 16K: 260 me

2) Intermediate Passes: (20-word sentence.)

Pass 0; 22 core table searches @ 0. 8 ms = 17.6 me

Pass I: 53 It @ 1.Z , = 63.5 "

Pass Z:ý 29 " " @1.1 " . 31.9

Pass 3: 25" " " @ 0.7" = 7.5"

1 Photostore search @ 11 " = 11.0 "
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Pass 4: 29 core table searches @ 1. 1 ma = 31.9 ma

Pass 5: 27 " " @ 1.0 " = 27.0 "

Pass 6: 24 of @ 1. 1 " = 26.4"

Pass 7: 32 if @ 1.5" = 48.01"

Pass 8: 22 " " @ 0.7 " = 15.4

1 Photostore search @ l'l "i 11.0 "

Pass 9: 44 core table searches @1. 2 " = 52.8 "

2 Photostore searches@ll " = 22.0 "

Pass 10: 33 core table searches @1. 0 " = 33.0 "

Pass 11: 32 " " " @ 1.5 " = 48.0"

Pass 12: 8K! 33 core table arch. @ 1. 0 ms a 33.0

8 Photostore arch. @ 11 " = 88.0 "

or 16K: 41 core table arch @ 1.6 " = 65.6

8K: 196. 0 ma, 16K: 65.6 ma

Pass 13: 32 core table searches @ 1. 5 ma = 48.0 "

Pass 14: 32" " " @ 1.5" = 48.0"

Pass 15: 40 " " " @1.0 " = 40.0 "

1 Photostore search @ I1 " = 11,0 "

TOTAL: 8K Memory: 719 ma

16K Memory: 661 ma

3) Final Pass: (20-word sentence)

8K: 69 core table searches @ 1. 4 ma = 96.7 me
ZO Photostore searches @ 20 " = 400.0 "

or 16K: 79 core table searches @ 1.6" = 126. 5
10-Photostore searches @ 20 " = 200.0 "

8K: 497 ma, 16K: 327 ma
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4) Table Accession and Readout:

For two 20-word sentences:

Accession: 8K: 9 Photostore searches @ 11 ms = 99 me

or 16K: 3 Photostore searches @ 11 me = 33 me

Readout:

8K: 282,450 char. @ 2 sec = 565 me

or 16K: 382,950 " , " , = 766 me

For two 20-word sentences: 8K memory: 664 me
or 16K memory: 799 me

Per 20-word sentence: 8K memory: 332 me
or 16K memory: 400 me

5) Input/Output Time:

72911 Magnetic tape, low density: 15, 500 char/sec

Two 20-word sentences @ 6 char/word = 240 char

Tape reading 240 - 16. 0 ma

15, 500

Start time 1 10. 0 "

Total I/O time, two 20-word sentences = 26. 0 ma

per 20-word sentence: 13 ma

6) Summary: 20 Word Sentence

8K Memory 16K Memor)

Search Input Pass: 428 me 260 me

Intermediate Passes: 719 661

Final Pass: 497 327

Table Accession: 50 17

Table Readout: 282 383

I/O Time: 13 13

1989 ms 1661 ms

Processing Rate 10 words/sec 12 words/sec
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2.3. 3.5 Conclusions. These figures reveal that about 25 percent of

the processing time is expended in transferring data in and out of the

system. Both I/O and table accession and transfer may be ac-

complished concurrent with internal operations if limited multiplexing

is adopted. The resultant production rate would increase 25 percent

from 12 to 15 words/second.

Further increases may be realized by structuring the lexicon

entries for cascaded entry searches with an attendant reduction in entry

size and accession time. Here again a 25 per cent reduction in proc-

essing time may be anticipated so that an operational version of the

Mark II system could realistically achieve a 20 word/second pro-

cessing rate. The system processing improvements required to

-achieve this production rate are realizable with state-of-the-art

computer components, such as the two-microsecond core memory.

Further increases in processing rate would require the utilization

of developmental higher-performance system components, such as a

one-half to one-tenth microsecond core memory cycle, and of a

system organization with a much greater degree of parallel operation.

By paralleling Photostore and core memory table processing with the

faster memory cycle times mentioned, it will be possible to extend

the processing rate well up into the 20 to 100-word per second range.

A,

|,
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Section 3: CONCLUSION AND RECOMMENDATIONS

3. 1 General

The accomplishments reported in the preceding section indicate that

significant progress has been made in improving the performance of

the language processor. These accomplishments vary in nature from

linguistic research to machine organization and in degree from com-

pleted tasks which can be operationally demonstrated to studies and

designs which will markedly influence future performance of the

AN/GSQ- 16 complex.

Specifically, an operational lexicon has been completed which

employs the bidirectional single-pass translation technique for the

translation of Russian to English. This lexicon has been demonstrated

to be adequate for immediate requirements. Continued research and
46

development has been devoted to the newer and more powerful lexical

processes embodying grammatical analysis and sentence structure

determination. Initial studies have also been completed for an improved

system organization.

These accomplishments are another significant step in the

evolutionary program in machine translation jointly conducted by the

Rome Air Development Center and by IBM Research. As such,

they quite naturally suggest the next step in this program, that is,

the phase of activity which will lead most directly to an operational

complex capable of producing the best possible translations.

The areas recommended for immediate consideration also en-

compass applied and theoretical linguistics as well as system and

Photostore improvement studies. These areas are briefly described

below and are more thoroughly discussed in the subsections which
lk. 

follow

Al

Vi
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a) continued improvement in the RMD And the operational

bidirectional translation dictionary;

b) a complete. transformation of the RMD into multipass

format, generation of new grammar tables for analysis,

and initiation of evaluation testing of the combined multipass

lexicon against random text;

c) continued basic linguistic research into specific machine

translation. problems, data compilation for the grammatical

feature of government, and Russian grammar;

d) continued studies and logical designs for improved search

algorithms and processing techniques for increased production

efficiency;

e) further development of the Photostore to improve the

throughput of the entire language processing system. S

3. Z Applied Linguistics

The development of. the bidirectional single-pass translation system

proved the usefulness of the approach to Russian-English mechanical

translation. Great quantities of randomly selected Russian texts were

translated by this program and the translations were considered use-

ful and acceptable by the readers. It is recommended that further

effort be spent on the development of this system - both in broadening

the analysis capabilities of the bidirectional program and in expanding,

the lexical contente of the RMD used in conjunction with this program.

Also,. it is recommended that the RMD be reorganized into micro-

glossaries along the lines discussed in this report.

The work on the multipass program saw further development

of the grammatical capabilities of the various passes, embodying

almost all of the originally proposed linguistic rules. In addition tO

this work,work was performed on a program for automatic conversion
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of RMD entries to search input state, final-pass, and backup multipass

entries. A new file, called RMDV, was automatically constructed, to

be later acted upon by a relatively simple computer program, yielding

the desired multipass entries. It is proposed that this will serve

the multipass needs in the way the RMD serves those of the bidirectional

program - i. e., that all additions to the RMD be converted into the

RMDV format, to be then converted into the multipass entries by the

standard conversion program.

Further support of these efforts would yield a fully operative'

multipass translation system capable of translating random text. It

is foreseen that the testing out of this program could be commenced

around the middle of the present year.

3.3 Linguistic Re search

Research is progressing in two vital and specifically MT areas of

interest - a so-called housekeeping program and search strategies.

Work in the former area has developed a specific program for which

the final details are in process of elaboration. The next step will

involve programming, already the subject of many discussions.

Extensive testing will then be required in conjunction with an

optimal search strategy or even with several search strategies. As

for the second area of interest,search strategies, no definitive

scheme has been worked out. But a useful critique of existing

search strategies has been written and included in this report. This

critique, as it were, sets the stage for the development of the kind

of search strategy that will permit the most efficient manipulation

of grammatical rules and recognition of sentence structure. The

next task in this area would seem to be a specification of the

essential elements of a search strategy and their relative evaluation
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as a basis for the construction and testing of the best type of search

strategy.

An ambitious program for the massive compilation of gram-

matical data for the Russian language has been outlined. This

program is built around the grammatical feature of government

and, as such, is primarily concerned with verbal government. This

kind of information is of prime importance for any MT system in-

volving Russian and for any program of grammatical research on

Russian, This information represents basic data for any Russian-

English MT system and basic input for any research program on

Russian grammar. All types of pertinent or even supposedly

pertinent information have been classified and incorporated into

tables for use by prospective data compilers. The tables attempt

to reduce the work of compiling the masses of data to a relatively

small number of controlled steps. The tables are next to be tested

on an adequate number of lexical items before they are presented

to a group of grammarian-compilers.

An extensive and long-range program for grammatical re-

search in Russian has been instituted in accordance with the most

powerful and most interesting concept of grammatical structure.

More specifically, this program aims at a rigorous formulation

of grammatical rules within the framework of a generative grammar.

This work will not only contribute to knowledge of Russian grammar

within the scholarly community but also will generate well considered

data for Russian-English MT and will result in a better understanding

of grammatical rules so that more sophisticated MT systems can be

constructed. Research in this area of IBM will continue to con-

centrate on constituent structure rules.

A,
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3.4 System Organization

The essential operating characteristics of the Mark II AN/GSQ-16

language processing system have been carefully reviewed during the

past year, with the objective of identifying those areas where changes

in operating technique could materially increase the utility of Its

general-purpose and universal table process and improve the

effectiveness, efficiency, -;id reliability of data processing.

A thorough study has been conducted of the optimum method

for performing rapid searches. of integrally addressed lexical sub-

tables, or entry sets, stored in a character-addressable core memory

(high-speed table search). The application of such subtables to com-

mon words, addenda, errata, and indices has been explored.

As a result of these studies, some specific modifications to

the search and analysis logic have been formulated. These modifica-

tions are designed to implement the rapid subtable search routine:,

which will improve, the translation rate about one to two orders of

magnitude. In the course of this investigation several novel processing

techniques were conceived which c~ould effect considerable improve-

ments in the logic routines. It is recommended that these improve-

ments be studied in detail to determine, first, their feasibility and,

second, their logical design implementation. The improved proc-

essing features fall into three categories which are briefly identified

below.

V 3.4. 1 Search Algorithms

In addition to the rapid subtable search routine, several search

routine modifications are apparent which improve processing cap-

abilities. Cascaded searches of logically structured tables, a trace

routine for lexical program diagnosis and data analysis, search
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repetition on detected errors, and a logical comparison capability

may add significantly to system performance.

3. 4. 2 Data Processing

Natural language string processing can be considerably in:mproved

by providing a means of tagging this string directly with specific

data obtained during the process. In multiple pass analysis, valuable

additions in programming capabilitie s may be obtained by providing

a means of adding, deleting, or rearranging the intermediate lexical

words. Finally, special tables which are selected by, or developed

from, the input text may prove quite effective in processing proper

names, unique errors,, and unusual linguistic structures or usages.

3.4. 3 System Optimization for Processing Efficiency

The AN/GSQ-16 system organization is being developed to the point

where an operating configuration based upon a production environ-

ment should be formulated. Efficient procedures can be developed

to overlap many processes now performed sequentially. Other pro-

cedures can be employed in the language processor to effect a signifi-

cant generality in application and a wide compatibility with other

data processing.

3.5 Photostore Improvements

The experience gained from the existing Photostore in its regular

use as part of the language translation complex has suggested certain

improvements that could be made to the unit, which would improve

the throughput of the entire AN/GSQ-16 system.

These improvements relate to the capacity and reading rate

of the Photostore and its reliability. An effort is being -made to create
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a cleaner environment in the Photostore, which would have a definite

bearing on its reliability. The improvements recommended are

described a little more fully in the following paragraphs.

3. 5. 1 Disk Capacity

The capacity of the Photostore disk now in use is 60 million bits.

The disk uses a 0. 360-inch annulus, which represents only a fraction

of the available eiiulsion area. Consideration is being given to a

mechanical effort directed toward improving the actuator so that

it is capable of a 1-inch throw, which would increase the available

disk storage area by a factor of 2. 5. This change in the throw of the

actuator would make possible the storage of up to 145, 000, 000 bita

at the present density,

A

3. 5. 2 Increased Reading Rate

The reading rate of the Photostore has been increased during the

past year from 1 mc to 1. 55 mc. With the type of circuits now

employed in the disk reader and Mark II system, it is believed that

a reading rate of at least 2 mc will be achieved in the coming year.

3. 5. 3 Reliability

Investigation of present disk-making techniques indicate that the

reliability limit of existing equipment is rapidly being approached.

An alternate technique for disk-making, which has both the ad-

vantages of fast writing and precision control of mark positioning,

has been under study by IBM Research. This technique eliminates

the film intermediate by using an electron beam that writes directly

on the silver halide emulsion on the disk at a rate of several

.hundred thousand bits per second. It is expected that this novel

technique will play an important role in improving photoscopic disk

quality.
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3. 5. 4 Environmental Cleanliness

It has become apparent during the past year that excellent reliability

can be achieved only after improved techniques have been de-

veloped for storage and transfer of disks and a cleaner environment

is maintained in the reader.

It is recommended that an effort be devoted to the develop-

ment of handling and storage techniques that will prevent con-

tamination, of the disks, and the development of a hood for the reader

that will prevent the dropping of dirt particles from the reader onto'

the disk when the disk is not rotating.

3. 5. 5 Studies of Increased Density

Before increasing the bit density further, it appears desirable to

initiate a thorough analysis of the disk-making procedure and the

electro-optical portion of the disk reader. The objective of these

studies is to recognize and evaluate all pertinent characteristics of

the system as they affect system reliability. It is anticipated that

these studies would pinpoint any marginal elements in the system,

provide, guidance in development work, and permit realistic signal-

to-noise and, hence, reliability predictions as a function of disk

bit density.
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APPENDIX 1. Samrples of Bidirectional Single-Pass Translation f

J;o,utAij;a1 ARRI(CM3tI1 nnfym CCCI'
1957. Tom 117, MI 2

0'1'3IIKA

B. H. I3ECrIAJIOB,'

K BoIpocy 0 40JIYKTYAItHq1x flAPAMETPOB
HEKOTOPbIX J1HIIERiIbIX CHCTEM

(FlpeacmacAcno aKaaemIKou M. A. J~eoxmoeuqem 8 VI 1 957)

1. Cneuwupu'ickoii oco6cjIuOCmbIo 3a~a'ii o paCCe5InHHII BOJII, paCflpOCTpa-
;IIHIOIIUIIXCH B 3Kpauu~poi~alIHOfi .nunnuII nepeAaIIH, Ha 1meioUmHxcfl B JIHimH CJny-
'I3HImblx iieOJAHOpOII~OCTJX RBJIHCeTCH TO o6CToRTen'bcTBo", WTO BTOPH'iube (ne-
peinnJyxiciImlbe HeoUilopOAHOCTHMII) MA!HIM Kailaimlfi3pyIOTCH Tem weC Tpai(-
TOM, WIO H nepDiH'IiIaS BOJIHa.. ECJIH AAHIIia JIMIMH AOCTa'rowilo DejIHKa, TO BTO-

p~imifoe nonie (T. e. amI1JIHT~JabI OTpa)KeIiIIOi BOJTHbI H1 BOJIHajpyrHX THIIoB, B03-
HIIKalnJOMHX D pe3yJlbTaTe flepeTpallCIýOPMatwH) MO)KCT OKa3aTbCH cpaBFIHN~bIM
c I1onem na~ajoujteg BOAJI~b. Hlo 3TOiA TIPllMHHe Me'roA B03MyumeHHA1, 'HCnOJlb3ye-
Mwfi o6b[4110i B 3aI~aqax o paccesiun (1,2 )H iie ytIITbIBaIOM1HA BTOPH'iHoro
"epQI13JAy'Id~HFR paccesiinflbX BOJIH, oKa3bIBaeTCH IIeAoCTaTO4HbIM AAH peuic-
wiff psia* BOI1POCOB 0 BJHIHIHHH uJyliaii~bIx HeO~jHOpo21HOCTeff Ha ýcapaKTeplH-
CTIIKH JIIIIIHA flepeAaqtH.

AitamorifqHbe TPYAH&OTH B03HHKaI0T Tramoe ilpi pewJeHHH p$KAa Jpyrlix
3aI~a', rjie peqb H.DeT 0 MAHHHHH Cqy'4athibix OTKJIoiieHHRI tiapaMe'rpoB Ha
xapaKTepHCTHKH AHfferlHok CHCTembi. B KatfeCTse npitmepa MO)KIIO InpHBeCTH:
*HJMbTp (HAHn RTHHJIIO 3AJ~ep)KKH), napame'rpbi 'iqeeK Ko'roporo iMewO HeKOTO-
pblii C~qytiarnlbz pa36poc Or HOMHHa.UbHb1X 3HaqeHHA; Jnamny c 6erywerf BOAI-
HOII, B KOTOpofi HCflOJlb3OBaHa 3aamej~nuiouxaai CHCTema co cjiy'(aAHEbMH Hapy-
HICHHSIMH CTpyKTypbl; Kojie6aTeJI bil bif KOIlTyO, na pameTbIA Ko'oporo meHIIIOTCSI.
CKa4KaMH CUiytiaffflOfi 93CJHII4IIIb, H T., n. Peuleime TaKoro- poXaa- 3aaN"I MO)KeT
6b[Tb c~e2~eHo, Ilpi H313CCTHbIX AOri~yW~emiHx (cM~., manpimep, (3).), K -HCCJIeJAO-
naHIIIO CHCTembi JImlefiHbIX p,13HOCTHbIX ypawieHIM.

K03414IMIlCIM~I KOTOpbIX FlBJIRIOTC$1 CAY'ifailIbIMM (fYHIKUIIHMl!i n.
I-Iaxowj~eutfe naH6o~nce hoJ1Hofl XapaKTepHiCTIIKH cjiy'.aiiiioro npouecca

Y, (n) - paen pweteJc!H$ nAJOTIOCTCVI Bel.OffHOCTH W(.Y1,,_ n) - Cos.qaauo CO
3Hat(HiTC~bIIbIMH TPYJIHOCT5IMA it MQ)KeT GbJITb BbIIIojiHeHO .11H60 B peay~tbTaTe
HccaiejioaanHH o6utero pewernig CHC'IeMLI (IAHn6o nyTem pewCHHSI COOTheT-
CTBYIOllJ~Ix Aii(frl)CCIItiiaJi b!iO-paaHlOCTlbIbX Yo~bhl~IIellf AAR,~ W. OjuiaKo BO
miiomH c~ny'iasX tieofxoAHmyp vitcppmaUtHio 0 CJlyqlaiiHbm flpoteCCe AaIOT 4
momeHTbi H (jýyIIKIXHH'KOppeAHIFHllI

B Hacromlitch pa6o-re nPHBOiuiTC51 o6u~ee peulcivIe CHicTmbi (1) H cpanlrn-
TejIbHIO flpOCTOfi MeTOA Bbi'IHCjiCHHH MorteHToB3 H (ýYHKLUXii KOppe1H1UHH., B! ia-
'IecTBe. npamepa paccmoTpetia: ueno'l~al fpCefiwllx r-o6'p43J!bzx 'eTbIpexilo-
JIIOCHHKOB H Moae68TfJIbbIIW kOHTYP C (I).nYKTYHpyIlUXHMH napame'rpaMH.

4 AAH. 11., P4? 2 209
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2. AAH SI~bICKaIIHi pCeiueii1I5 CHCTembi pa3HocTHbIX JIH~lehibinx ypaBneHnmi
c nepemelimbiM II Ko3(jMq)IIwIfeIITa MI mo)fKeT 6bITb Hcflojjbiona MeTOA nocJIi-
jAonaTCJ~lli ripmii6. neii ;. B O1J'PJ1141C OT A1IJifrIepCIl[LHaJlbtfAX ypai~emifni,
rtAC it Ka)KAOM OT2ICJIbIIOM cjiyqae Heo6XOAIImO AOKa3bIBamh CXOAHIMOCTb PHija
npII6.IiH)eHHfi, 3AeCb BCer~a MO)KIIO, ImI6paTb IIyJICBoe npH6jut)KieiIme TaKHM
o6pa3OM, 'iTO Ha mno6om orpaHHtIeHHOM Hll'repotaiie KO~ie'4oe 'iHcjIo focjiejlo-
BATeJqbHblX npH06JIH)eHH flPHBO2IYT K TO'4HOMy peUweHIno. IiPH 3TOm. o'iefAu-
no,. nepBoHa'iaJnbime nPc~znOJoeIO)P-le 0 maJ1OCTHf BO3MylgeHHR KO3~4U)txeHToo
CTaIIoBhITCFI H3J!IIuIlHIM.

3anIIWCM K0344If1.WeHTtl YpaBIIeHHtA (1) B BHAe

A /h (n) = A op + lap, (n),. (2)ý

Peweime cHcTembi (1), YAOojimTopmIoIILCC HaqaJIbHUM YCq03HRM

Yj (~l,-o =Cj,(3)

6y~em IICK8Tb B BIIne PsuAa Ho CTeiietilm IL

2-0

Torja, nOA~onra.imu (4) It (1) H rpyinnmpyq ji~eiit C oAhIHaKOBbIlnii

~~* ~ CTeflCHRMH tI, TIOJAy'HM

Ys7 (it) = Aoih Y'ks(n - 1) + aj,k(nl) Y~- (n - 1). (5)

j ~~Ecnif IIOTpc6008Tb, 'ITo6bI Ylo)(n) YAiOB.JeTBOpRIJIH 1111JIMIU~bliM YCqnO.
BHRNI (3), TO, KMIK n~eTPYjuto Bi3IIeTb, pHA o6punaeTCuI fPH s = n, iTi< 1(8K

iice Ylinpl S >1i TO)1(AeCTheliIo o6PRau~alOTCH B Ityqib. RJeACTBHTeJ~bilo,
YS) (0) = 0 npii s >0 no Bbi6opy HIYJIeBoro npH6AiHNeHHR~. ,k13 (5) o'ie-
DHAIIO, -]TO Y(') (n) = 0, eCAni Y(~'-(n -1)=O0 HY-")(n-1)0. C oriiac-

HO MCTOAY FIIIAYKIIHH OTCio~a. cJieAyeT, 'ITO Yt(' (n)= 0 upif s >n.
Bw6iwpan COOTI3CTCTIYIO1tIIN4 o6pfl3om C,, mom(tio yAoBJeTBOPHTb qIO-

w6M rpaimi'Ibim, ycAOHiiRim (3aa~anuun Hfe O0FI3aTeqbHO nIpH n = 0)'.
I-anpnuep, o6umee peweitne ypaBIicHiff BTOporo flopRAKa c oARHK nepe-

meliHHblM KO3(f4XHlttCIITOM

Y (n +1) - (Oo+ P(n)) Y(n) + Y(n -t) = 0, (6)

nojiytienioe meTo2~oM nocJieAOBaTeJ~bHbix npH6.nw)KernH, HmmeT BMJA

g n-I n-I f.~ -1 i

s2 i nll 0 ~ *. X I [e12vjlm-fm j+

~ n--I s1  -I S

I + (2j sinf, 7' . l:] P1, [I ,ne n + 7)

r '' e A HB - npOH31301biubie nlOcTOlIIbt~e Ht qo = arc cos (D/)

TaKoro ISnAM ypanieHe nie flJIeMITCR no1PM ICCAeAo88aN1iI IACn0qKH qeTmpe~xnoAIOCHHKos
MAN e nepemeI~hiidu nocJieAosaTehflibiol COflPOTHRACHHeM HAS C ilepemm.iwoA wyHfmppyotuAe
eMKOCT6IO.

2i0



ECAIH BeJmf'Hibi P(n)OTHOCHTe~nbHO MaJIbl (jt~l), TO BO MHorHX cjiytiaflx
MO)KHO orpaHl~Hh~bCf -riepBblM (3) H.IIH BTO~bIW npH6ArniKeHHeM.

floab~iwe1iHe I1OPRAKa pm~ocrworo ypaBHeHHg (ci~cremi~). H yCJIo)KHeHHe
KO3frPH4HeHTOB InpiIme~eT K JA8J~bHei~ilemy yBeAlH'eHHio I'pOMOSAKOCTt! pewe-
HHR, ' qTO orpaHH'lHBaeT BO3MO)KHOCTb ero .npHMeHeHHSu flH H3y'leftHH ciny'ian.
HbIX npoueccoB., BmeCTe c TeM, eCJIH tiHCJIO mI'eeK maJIO (Hanpiu~ep, B (PHJlb-
ipax), o6uxee peweH~e THna (7) mp)KeT 6UMm c yCnexam HcnOjnb300aiio AARM

itc.CueAOB811hIR Bto3MymmleH, o6yeoBmne"Hbix c Jy'IafHb[lMI H3meHeHHRMPI na-
pameTPOB $I'leeK.

3. CpelUuie * xapaKTepI~cTHKH BejIHqHII, oTIHCIbBaeHx(),MNN WHa%
JAOCTaTO'IHO flPOCTO B TOM cjiy'iae, KOrj~a npottecc YI (n) qMageTcq flpocToA
uenibiO MapKooa. flocaiejiee HmeeT MeCTO, ecJIH:

a) ciiy'laimbe 4PyHiKLIHH Alk (n) iieKOppejnipoBainma *, T. e.

Aj& (I)A,,,(M)r=Ajh(n) A,,(m) ; (8)
6) rpaH~iib'we (Ha.'aJ~bHbIal) YCJIOBHR 3B0SHU I1PH OAHOM H TOM sine 3Ha-

lieIIHH n, iianp~mep flPH n =0,

liPH 9TOM ypaDHeimmHN i aia.'ibbine YCAIOBHR AARf Y 1,(a) nonlYqaiOTCs CPa-
3y mce Hy~em ycpeAHeHHI (1) H (9), T. e.

Yjn)= ,, '01,,(n-I; Y1 (n n-0 = y.(10)

TaKHM o6paaom, cpeAlIlne 311atIeHHH 1 n ~nqa CO Ay'iaAHb-
mit napamierpaMHu npH BbIfOlOJIIIIIIH YCJIOBHA (8) H (9) pacnpeAe~neHu- T81C
mKe, 1(8K H BejiII'IHlIbl Yj(it) B itenio'ue co cpeAHHMH 3Ha'ICHHIMH' napa-

MCTPOB /tAflk~) H ycpCAi~eHHUiMII Ha'IfJIbHbIUH YCAIOBHqMH*.
FlpH Tex we iipe~nnomi~emi~ix (8) H (9) CHCrema ypaDHeHHfk IAA cpeA-Ji

HHX 3fl8'1HHA IHpOH3BeAeHIII Yj(n)Y;(tt-)= Ejk(n..,O) nOJlyqaerci iiocale

YCPP,,aHcHHR ripOh3aeAellHfi ypaanieHHA (COOT~eTCT~eHHO, I18B~bIX H JiiBNx
qaCTeA) cHcTemm (1) Ha. ypaBHeCHHR xomrijieKCHO conpmIIeHHOft CHCTeum
B pe3yAIT8Te nouy'rn L2 ypamieHHiA

Elk (n, 0) = A1,(n)A;, (n)t,,(n- 1, 0). (I11)

*3Aect. m 8 Aa.T[H~e-H-we HmueTCH B SHAY YcPeAHeIIHe flo aHCRM6J1Io.
flpH HarNl'HH. KoppeCflS4UHI4 B KOHe'lHOR O6JIBCTH, T. e. eCCJH (8) BfOJIOHRCTCH 7OJAbIC

npH I m - n I > v #' 0, npoiuecc Y'1 (ns)' 1a.RneTCH n cJ021og Ienbio mapKopa. FIocJAIIUUX
M0N~eT 6baTb caeAeHa K fipocToA ue"ft r(4), 0AII8KoypasmemnNl" 3Ha'HTeJabno )'CJIOXCHRTCK.

40 Ormerrn, '570, Boo6zske rosop., cpeAHee 9"aqenHH HaflpK2IeHH9 H TOKB 3 aHCaa46JA
nenoqeK meiebipeXnAIioCHHnKoB 6h floTepb moN~eT .J3paCT&Tb HANH y6bMsaTb no SK;HO~eH?
UHSJhIbH0MY 3aKolly.

-id- YpaBenejiss AAIS momeHTOB Broporo I1OPRAKa (ifAH jiPYrHX cpeANHX BE'An'nr) MORINfO
flOJy'JlliTb 11 ApyriImH nIYTFYMH. RI) 'aCT11OCT, MO*fiIO SOCfOJslbOBaTbcss AH4l)4wSepHfIla~bNO- b
P83hMOCTbIsM Ypa8sseHasem (sboTopoe 3AeCb 6YAeT 6eC~one'nsoro, nOPMAKSa) AJIR seponThIocreA
lepeXOAat IqMaH we nepeft TM orPWIH4THora ypaBHPdHHA (1) K CYMMODOmy (auaJaor usuTer-

palbH~oro) H HCno0Jb3oBaTb- meTOA,, tipHMCH(!HHbIth pB.6OTi (9),AARN mccAeAOU3HNW NHaTerpaJlb-
nero YPAPnernn co cJIy'8AlHmM HAPOM.r W~rnoJb30UbsyhA; AeCb NeYoA A1PHSOXHT K HyX.~ f
pe3yJ~bTaTy Gon. OhTKH ny
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EcAH uemetwMH1 Mal'pHttbi Ko9b4)nwteHT0B '(1I) He 3aBHCaIT OT nl, TO,
hoziamasI ~'* l ~1 (n, 0) = ik(0,0n, H C1O3. cyu~eCTBonalHHa HeTpH-
BHajibHoro peuierNif HaAAeM

d et-(n = Mpak 0,(12)

fAe Q/CHMBOA Kpollexepa. YP8BH~eHHe (12) onpej~emieT Ls 31ffiteuHHA
aH, CiceAoaTeJ~bHo, L2 AHHeAiio 11e3aSHCHMIAX. peweHHfi lk (ni, 0),

C il0MO1.IkbiO KOTO~IblX haOX(HO YAOBJ~eTbopIITb 118a8iabHhM YCJ16BIINM

YMHowax (1-)-Ha Y,*(n,-tn) H ycpejunis, AAR 4@y~1)~Hfi KOppeAx1tHfk

tA (n, mn) = Y1 (n) Y; (n-in) loAytiHm L (C0OTaeTCTmeniO HHJLKcy k, rip
HMmatoukemy.Haqe~iwR OT I AO L) CHCTem, KxH(Aan m3 KOTOPUX COCTOHT

H3 L pa3HoCTHiuX ypa6HeHllA

El (n, m) = All (n) EtA (n t ,it ) (14)

Pewernie CHCTem (14) "PH H3BeCTHb1X El (n, 0) HaXOAHTCR n1p9CTO.I

A~ajionpiiio MOMKO BblqHCAIHTb H momeHTUi 6ouiee BLECOKHX nOPaAKon.
4. PacInpeAeAiHH CPeA~er.O K~a~lpaTa MO2AYAR Han]pnzeHRni B itenot

ice npocretWHx r-o6pa3iiUX ieTbipexfloAi10cHhiKO C 4)YTHYIIk
nocjieAOBaTeJ~bHblMH coflpOTHDJIFIHHMH (X. = X0 (I + P (n))), nOJiy.&eH:oe

* nPH~eAeHHUM meToAOM a flpeAfliojio~HHH, 'iTO P(n)P(t) =,p'8~.. V~,
NH iarpy3Ka Hal BbIXOAe corjaCO~aala, HmeeT BHrA:

t9 21? (":7 T n(15)
2 L sin q x ' 2)

M~e f - CABHr (4)a3Ll Ha OJAHH__'eTb~pexflOJI1OCHHK. H13 (15) CJ~eAyeTi 'ITO I
UPH 6oabtu~x fl BeqH'iHlia I V3(n)l no30aCTae'r nO 9KCjlOHeHUjHaAbHOMyý

31(y.Aua~norH'uHO cpeAHHA KBaAPaT JiOAYARH Toxa 8 KoJ~ebaTehbHou KOH!
Type c~eMKOCTbI1O (PflyiTytipyjom1eA nO 38KOHY C (i) = C0 (I + P (n))j7, rmet l
opeMN H nl - tjeiiaa 'I8CTb t/v, OIIHCh~aeTCR 4POPMYJOR

1,2(f, Is, u~sin 2wvv

-s 3 sins wc-sin
2 (nl-l)_twr toz cos (21n + 1) pmqSn W., (16

r~e -pe3oHaHCfiF1R 'aCToTa HAeajibIoro KOHTypS; 'C - Bpemfl, 'iepe3
KoTopoe Hi3meHfeTCH eMKOCTb.

YP8a3neH~e (16) noKa3ubaaeT, 'ITO H3-3a - 4)YTaIH MKOCTH 3ana11-

IIH - 0 MKCHMyMbi H/LI t )I ia6.n1oA8ioTCRi npH T, yAOoane-
nPW t 00 M -const

TBopiaIOwHX ypaBHiillio 2wc ctg w-v = 1. [1oime~iee COBn8aaeT C ycJ1o-

B ~m aKcHmyma pAeoKaTa BOHOT MfAHTYAbi cuempa
4byIIKtkH C (t) Ha OAHiOfl H3 'laCTOT, CooTBeTCTByIOUIHX napameTpH'ieCKOIky
pe3oH8iiCy (6). [Iowytiemlne peC3yjibTaTLI HeTPYAHO o6o6luwr~b Ha CHCTemb1
CO. CJAy1aAllO H3MeIHRIOUAHMHCfl HiITepaviaiJtI c.

~Ecrnm CTaTHCTmqecxHe 00CipAca Alk 3aaniCMir OT n (ifanpilme, Ha 3aA8RHEY1O 3aDHCHUOC~b

Alk (n,) NSKJIALIRIOTCI1 cJayqafhme~ Bo3mytaCIIH), To A 1(n) AAP () #Cont ezr~ u
MMl (Hi) sSIIHCUDtC1C. it SMAe monequioro Rumn mmorohcpaThiNz cymH'(fl.2). TPYAiHOC~b NCCMe-

AOOIIN CW@HUU3MIAOM K .ofNPeIHOW CAhYqa 6YAeT onpeAeAJTrbCN ImpaXTepoh! saamncuoctr
ýP- Alk OTn.
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5. Ilpnrie~ieIIHUAzf meToA pacileTa ycpe~zuieImiux neqH'IHH mo)I~er 6Uzm
HCF1OJH>30Iaii lie TOJ~bKO n1pi 113y'IeHIH OUCTem co CUynelia-imi J3Melle-
Iimem fIapameTPOI3, 110 TaK)I{e H CHCTem c HCienpepUBHL1MH ()I)YKTYSUHqiMH,
eCA1H ()opmy nocJieLiMH (B flpoCTpa1'iCTle MHA~ DpemeiIH) mo)*(H c onpeAc-
Aeuinofl ceneilbfo TOq1IOCTH C'iwi'aTb Il0BT~psqiiixueik). TaKcHM meToAdiA,
Hanpifmep, mO1ifO otxelIHTb Di3HniiLHe IneoA'iopo~iiu~oefkDt 1UJHIIJAPHtieCK~lX
AlHiU5iix nePe~aq 7)

B 3axCino'efIHe CIDT0P Bblpa)I(aeT nIMp3HMAb1oC1 b A B. ranoHoBy 33
COBeTLI ripH BbinojhmeiiHH pa60TU.

Hayqnio-HcceAosaTeJnbCKHA paAHo4)113HqeCKHfi IIICTH1TYT flocryflabo
11px ropbhKoCKom rocYAapcThefH~OM yini~epCll~ee 3 V 1957

tiM. H. H4. ~TlodameBCKoro
LXHT14POBAHHA51 .TIITEPATYPA

C. M. P MTo0D. t143n. AH CCCI', ceI). (ý. N '2, 223 (1937). t H. Booker,
W.'. G o rd o n, Proc. Inst. Rad. Eng., 38, 4,401 (1950). 3 B.H1. Becnaaos, A. B. ra-
n o ti o B, Pajuio~mxuhla H 3JICKToIIHNKa, I" Ni? 6, 772 (f.'956). 4T. A. Ca pU uca xom
OCieonU TCOPHH npoiwccCOD MBpKqua., M., 1954., 1954. 6A. R osen blIoo m. J. He il-
Iron, D. L.T ra u tma n, Inst. Rad. Eng. Convent. Rec., 3, 4, 106 (1955). 6 A. A. A w*
APOW-H 0 . M. A. A e 0 HTO0B H '1, )K.P..-X.O., q. 4ipi3., 59, N9 6.-6, 429 (1927).7 M. D. rD I d'l a n d I s. H. K a de n, Elektrische Nachrilhten-Technik. 14, 1, 13 (1937);
P. Me rt z, W. P IIe ge r, BellI. Syst. Techn. J., 16, 541 (1937).
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Tape No. Z129 R-75
Page No. Z09-21Z ArticleNo. N
Bidirectional Single-Pass Translation

Reports of Academy of sciences of/by

USSR 1957. That/volume 1 17. No. 2

Physicist

V. I. Bespolov

Concerning the Question of Fluctuations

of Parameters of Certain Linear Systems

(Presented by academician M. A. Leon tovichem 8 VI 1957)

1. Specific peculiarity of problem concerning diffusion of wave, spread in shielded

transmission line, on available in line of accidental, heterogeneities is that circumstance that

secondary (overradiated heterogenities) wave are sewered the same channel that a.nd primary

wave. If length of line sufficiently great, that secondary field (i amplitude of/by reflected wave

and waves of other types, appearing as a result of peretransformatsii) can appear comparable

with field of/by falling wave. By this cause perturbation theory, utilized usually in problems

concerning diffusion (1, 2) and not considering secondary overradiation of

absent-minded/scattered . wave, appears insufficient for decision/solution of series/row of

questions about influence of accidental heterogeneitiesi on characteristic of transmission line.

Analogous difficulties appear also at/during decision/solution of series/row of other problem,

where it is a question concerning influence of accidental deflections of parameters on

characteristic of/by linear system. As example it is possible bring: filter (or delay line),

parameters of cells of'that have certain accidentat scattering from nominal values; tube/lamp

with traveling wave, in which used delaying system with accidental disturbances of structure;

oscillation circuit, parameters of that change races of random variable, and others

Decision/solution of such kind of problems can be reduced, at/during known assumptions (see, for

3 • example, 3)), to research of system of linear difference equations.

lI.



204.

Y, (n)=A (n) Y,(n - 1), j, k = 1, 2 L, :()

coefficients of that are function of a randoms n. the most full characteristic of accidental process

Y (n) -distribution probability density W (Y/, n) -combined with significant difficulties and can

be carried out or as a result of research of general solution of system (1), or by means of

decision/solution of corresponding differential-difference equations for W. However in many

cases necessary information concerning accidental process quarter-deck moments and function

of correlation.

In this work is brought/listed general/more general solution of system (1) and comparatively

idle time/simple method of calculation of moments and functions of correlation. As example

considered iterated network of simplest r-graphic quadripoles and oscillation circuit with

fluctuating parameters.

2. For detecting of solution of system difference linear equations with variable coefficients

can, be used method of successive approximations. As distinguished from differential

equations, where in -every separate case neobkhodimo prove convergence series/rowa pribli-

zheniy, here always it is possible to select zero approximation/approach by thus thaton any

limited interval final/finite number of consecutive priblizheniy brings/lists to accurate decision/

solution. With this/besides, obviously, initial assumption against/concerning smallness of dist-

urbance of coefficients turns unnecessary;

Will record coefficients of equations (1) in the form of

A1h (n)= A.k + 1laik (n). (2)

Solution of system (1),.satisfying initial conditions

V1 (n)r..-o = C,, (3) ,

will search in ida of seriestrow along/by degrees j&

8-0O
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Then, substituting (4) in (1) and grouping, members with identical degrees. ;u, will

receive

Y (n) =-At 'a)A ,,(n - 1)--p a,,(n) YV-' (n - 1). (5).

If demand, in order to y1I (n) satisfied initial conditions (3), that, how/as simply see,

series/row is break/stopped at/during s = n, since all Y(') at/during s > n idcntically are turned in

zero. In fact, Yt)( 0 ) =_ 0 at;during s > 0 along/by selection of zero approximation/approach. Out of

(5) it is.obvious that YV) (n) = 0; if y'3-" (n - 1) = 0 and Y2) (n,- 1) =0. According to method of

induction it follows fromthis that Y(') (n) = 0 at/during s > n.

Selecting in the appropriate way Ci, it is possible to satisfy any boundary conditions (given

not certainly/obligatory at/during n = 0).

For example, general/more general solution of equation of the second order with. one/only
variable coefficient*

Y(n+l)- (4io+P(n)} Y(n)+Y(n-l)O.

received method of consecutive approximations, has the form of

SY (n) A- el%"• X

I + N (21 sinT.)-•, ., . I, [ej 1•-'÷4 ' +-'- I] +
B-I C!-, I Ii M-1

+ Be-i ,-i x

2, n, (7)tnfr~±,(is -�_n, - I -, j,--1 P!. , (7)

**Such form equation happen/obtains at/during research of Iterated, network~of quadripoleg or with-variable consecutive

resistance or with/from variable shunting capacity.
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where A and B - arbitrary constant and 4o = arc cob (00o/).

If magnitude P (n) relatively/conceming small (A << 1), that in many cases it is possible to be

limited firstQ() or second approximation/approach.

Increase of order of difference equationi (system) and complication of coefficients will

bring/list to further increase of cumbersomeness of decision/solution, What limits possibility

him/his/it/its application during the study of of accidental processes. Together with that, if

number of cells little (for example, in filters), general/more general decision/solution of type (7)

can be with success used for research of disturbances, stipulated accidental changes of

parameters of cells.

3. Average* characteristic of magnitude, described (1), can be foundsufficiently simply in that

a case, when process Y (n) is idle time/simple chain/circuit Markova. Last takes place, if:

but) function of a random A15 (n) uncorrelated*, i

Ajs (n)Aa,(m) =Ail (n) A;,(m); (8)

b) threshold (initial) condition are given at/during one and the same value .n, for example

at/during n = 0

Yl,(n) I,,-=,7. (9)

With this/besides equation and initial condition for Y (n) happen/obtain immediately indeed by

means of averaging (l) and (9); i

YI,(n) =---Ajk(n) Ys.(n--i'); rl(n)j,-O ="Y'•. -0

"Here and in the remainder is in view averaging along/by ensemble.

9* At/during presence of correlation in-final/finite region, I if(8) Is executed only at/during Im - ni it r o O.,process Y (n)

is in a complex way/it is difflcultyr chain/circuit Markova. Last can be reduced to idle time/simple chain/circuit (1),

however equation significantly will be complicated.
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Thus, mean value Y (in) in iterated networks with accidental parameters at/during fulfillment

!P of conditions (8) and (9) distributed the same way, as and magnitude Yj (n) in iterated network

with mean values of parametersA/t (n) and neutralized initial conditions***.

With those same assumptions (8) and (9) Ustem of equations for meanvalues of products

Y1 (n) , (n) = Ejk(n, O) happen/obtains after averages of products of equations (correspondingly,

right and left sides) system (1) on equation complex joint system****. As a result of will receiveL2

equations.

iki (n. 0) ()-A(,, A, (n) E,, n.- 1, 0).

If elements of matrix of coefficients (11) do not depend on n, that, considering***** tis (n,o) =

F"(01, 0) ",ou t of condition of existence of nontrivial decision/solution will discover.

det IA, (n)Ak, (n)-- ea/8p I= 0.

(12)

'where a,, - kronecker symbol. Equation 12) determines La values a and, consequently L2

linearly independent solutions C,, (n, 0),, with the help of that it is possible to satisfy initial

conditions

elk (it, 0) I.-0 v11i k
(13)

Let us:note that, generally speaking, mean value of voltage/effort and current in ensemble of chainsqpadripoles

without rub can increase or diminish along/by exponential law.

Equation for moments of the second order (or other average magnitudes) can be obtained and other ways. In

particular, it6 ixos.;•t.Ie 'to. be used differential-difference equation (that here will be infinite order) for transition

probability or indeed cross from difference equation (1) to sum (analog of integral) and use method, appliedin work (5) for

investigation of integral equation with accidental nucleus. Utilized here method brings/lists to neededresult moreshort

j • way.

***** If statistical properties Alk depend on n (for example, on given depefidence A./ (n) are placed accidental

disturbances),.that Ai1(n)Ah', (n) * const and solution of system. (lei) is reor•tiedn the form orffiiial'/inite-numberof

multiple sums (pood 2) Difficulty of investigation oftdecision/solution in everyconcýrete~case wil] bedeterminedcharacter

ofdependenceAik from n.
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Multiplying (1) on Y*i:(n - m) and neutralizing;, for-, f'ctions ofcorrelations 4j (n,m).=Y, (n)
Y*g (n - m) will receive L!,correspondingly index k, admitting value from 1 to L) systems, every out

"of'zhat consists of L difference equations

f,a, (n, M) fiAIL (n) f,,(n - 1. m - I).

(14)

Decision/solution of systems (14) at/during known eJf(n, 0) is simply. Analogously itispossible
to calculate and moments more high orders.

4. Distribution of average square of modulus of voltage/effort in iterated network of simplest
r-graphic quadripoles with fluctuating consecutive resistances (Xj = Xo t 1 + P (n)) ),,received

brought method in assumption that P (n) P (m) = p8* , p2 << 1. and load on output/exit

coordinated, has the form of:

;V {(I - p2 tg'.)exp (2p2n tgz -- )
s g in -7(2n- 1 - pntlg .

(15)

where - phase shift on one quadripole. Out of (15) one should, that at/during large n magnitude

IV2 (n)l increases along/by exponential law. Analogously average square-of modulus of current in
oscillation circuit with capacity of/by fluctuating along/by law C (t) Co I + P (n))-2, where t
time and n -whole part t/T, is characterized by formula.

,2 co (: sin 4- e)

s v'snS :.n 2 (n ,: ' .) ,':.Cos 42n + - Xp.-•.p• sin" 6)

,(.16-
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where w - resonance frequency of ideal circuit/contour; T - time, through that changes capacity.

Equation 16) shows that because of/from behind fluctuations capacity store energy in

ensemble of circuit/contours in time increases, and besides at/during t -.. ® maxima 1/2 L I i2 (t, r) I:
are observed at/during,'r, satisfying equation 2(i- ctg w7= 1. Last coincides with condition of

maximum of average square of density cf amplitude of spectrum of function C (t) on one of

frequency, corresponding'parametric resonance (6). Received~results simply generalizeon system

with/from accidentally changing intervals r..

5. Brought method of calculation/crew of neutralized magnitudes can be used not only during

the study of of systems with step change of parameters, but also and systems with continuous

fluctuations, if form of last (in space or time) it is possible with/from definite degiee of accuracy

count/consider repeated. Such, method, for example, it is possible to estimate Influence

heterogeneities in cylindrical lines of transmissions (7),

In conclusion author expresses . gratefulness A. V. rGaponovu for/after councils at/during

fulfillment of work.
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)KYPH4AJI
9K~rIEPHMEHTAJIbHOPT H T'EOPETI44ECKOFI 4DH3HKH
TOM 42 1962 B bIHf. 3

o B03MO)KHOCTH YCHJIEHHSI YJ~bTPA3BYKA B flOJIYMETAJIJIAX
B 3J]EKTPH4ECKOM IIOJIE

P. 'P. Kawapumoa, B,. r. sc~o6oe

B3aHmoAeikCTBHe 3ByK0oB09 BOJIHbU C qjieKTpOI~aMH fIPOBOAHMOCTH B KpHCTajI-
.ne IIpHBOA.HT K AHCCHrI1aJHH 3ByKOBOA 3HeprHH. IIpH 3TOM cyuJecTBeHHoC BJIHR-

lHie Ha npoxoDKz~eHine 3BYKa ?Jo)KeT oKa3aTb HaJIHqHe DHeLUHero 3JneKrpHqeCKoro
noini E. B pa6ore XaTCOna, MaK-4DH H YaRTa I'] o6HapyxKeHo HH~epecuoer
AiBjieH~e c~e~ yJ~bTpa3ByK~a B nOJIyIIpOBOAHHKe CdS B gmeKTPHqeCKOM

iiojie. B STOM KPHCTaJie HMeeTCR CHJlbHoe !Ibe3o3JIKTPHqeCKoe BmaHmoAeACTB~e
sjieKTPOHOB CO 3BYKOM. QAHaKO UpHHI.WflHaJnbHaa BO3MO)KHOCTb ycH.,ieHV.R 3By-
KA 3JIeKTP0HaMH flpOBOAHMOCTH B 3JIeKTPHqeCK0m nlomI He rS8BHCHT OTr KOHKpe'r-
moro xapaK~epa B3aHMoAeRCTBHSI. -9dlKT .HmeeT c iyiou~y - io npHPOAY. B oT-
CYTCTBHe qjieKTpHKqeCKro noA mIJe 3KTPOHhi norJIou~kaloT 3BYKOBYIO 3Hepr~io Q..
*34ro flpHBOAHT K flogBjieHHIO 3jieKTPOHHoro aKYCTH'leCKor0 ToKa J, nporIopLtwo-
HajlbHoro Q,. IIO3TOMY 3BYKOBBSR 3HeprHfl, norjioumaemaa 3JIeKTPOHaMH B eAk-
HHIXY BpemeHH, -B qIHHeAHn-m no E npH6jlHnKeHHH eCTb Q = Q. + JE.
ECAH 3 HaqeHHe E TaKOBO, q'ro Q < 0, TO J4meeT m.ecmo YCHJeHHe 3DyKa 3jleKT-
poHauR.

l~pH florjiolgeHHH 3BYKoBorO KBaHTa CKOPOCTb 3JIeKTPOI1a H3meH~eTCR Ha
mejiHqHHY ftn/m (% - BOJIHOBOA BeKTOP 3BYKa, m - B4OjeKTHBHaR macta
3JaeKTpOHa). 3a, Bpemfl Me,)KAY CTOAKHO~eHIIRMH T 3JIeKTPOH noaiyqatm cpmAee
cqueuteine AS= Ti / M. IIPH CTOJIKHoBeHIU( CKOPOCrb 9jiexTPOHa meHR&eCR, H
OH 03ad~d~aeT* o riojiyqeHHOM HMnynbce. HO39TOP~y, KYCTHqeCKHI[ TOK

j = ehvvlm,(1)

.Ae V - qHcjiO 3BYKOBHIX KB8HTOB, iforaJiOUembiMx q3AeKTPOHaMI B eAHHHUty
BpemeHH, e - 38PRiA sjieKTpOHa.

YqHTUD8R. 'ITo Q, = hwv ((# - qacrora 3DyKa). npe~ciaaiw BUJHqHHY
Q B4*opme

Q = QO(1 ± v K~/ )), (2)

3AeCb vd = erE / M - CKOPOCTb ApeI~a.
TaKHM o6 pa3om, ecIH seKTropm X H vdaHTHnapajnne~qbuu, a CKOPOCTb ApeR4la

tJd 60JIbuie 4)a3oBoA CKOPOCTK 38YKa S, TO K03(IHLt~eHT norJIOigeHHRn 3ByKa.
r = Q / W1 OKaumIaeTcR oTpmixa~TeJbHblM (W =pc'ui sV0  2 - norToKc

9HeprHH B 3SYK0130A BOJIHe, p - nndITHOCTb KpHCTaJIJa, V, ero oftem,
4 0 - amHJIHTYAHOe 3H8'leHHe cmeu~eHHH 1 3B KBO afy Bfoft oe). E'ro RBJUITCS
cjjeAlCTsje14 HepaBHOBKCHOCTH pacnp~eAiemH 3J1eKTPOH0OB B 3JneKTpH'IecKOM
nomi. BeJIH'IHHa ft(co + fld)'npe~cTaBAReT co6oA CpeA~ee no0 paclp~eAejtHHIO
H3MeHeHIIe KHHeTH'IeCKOti 3HeprHH' 3JIKTPOHa flpi fl0FJIOuteHHH 3B YKOBoro
kBaHTa-. EC.JH 3Ta BeAH'IHH8 OTpHIqaTeJabHa, TO10 DPORTIIOCM HCflyCKaHH R K~aH-
Ta cTaHODIITCH 6OJhbW BepoSIhOTHom normiOU g 'HH IHPOHCXOAHT BiHy)-KA0HHOe
fe~pemicoBCiceH3JIYqýH He 39YKa. 1



Ha8H6ojaiee IIoAxPA5[LLHMH KpHCTa1JmaMH AJIR ycHjieHHs( 3BYKa, flO-BHAHMOMY,
5IilB.RIOTCAl !OJIYMeT8JIJlbI THfla BHCMyTa. HpPH HH3KHX 'remnepaTypax KO3q4*~HlxH-
eHT pewe'ro'aoro: normaOteHHH. B BHcmyTe rp OTHOCHrejibHo majil, a .9JneKTpOHHUII

KO3(txHLIHeHT ro = Qb / w AOBOJnbHO BeJIHK. B TO we Bpem, Amoyniena
M0UMHOCTb P = nmvs/'c Cp&IBHHTejibHO HeBeJIHKa, flOCKOJ~bKy KOliI~eHT-
P811.145 sjieKTPOHoB nl H lix -w4eKTHBHaR macea M B BHCM~yTe maJibi,. a T - Eie-
JIHKO.

oAIC*wO flOKa3aTb, qTO Bb1pa)KeHHC (2) jAAA Q ocTaeTcHR cnpaBeaU1HBbi~m H- TPH
HaJIH'HH marHHTHoro nojiui HIE. RPH 3TOM B cjiy'aae- Qv> I (Q eH. / mc;
C - CKOPOCTb cae'ra) CKOPOCTb A1peA4qa Vd paBna XOJqJ1ODCKOA CKQPOCtH cE / H
H HalipaB~ieHa nonepeK no~nelk E H H, a. BeJlH'HHa Q6 A1OJI)KHa 61dmb BbU'aHCJIeH, c:
y'ae'rOM a rHHTHOI'o noJI. OKaabieaeTcsu, 'amO B cjny'ae xR < 1, l >I (R=

-Vp /; 1~ = tUpl; Vp - CKOPOCTb 'ZDepmH) Bipa8KeHHe AAIR K09424HIU~eHTa,
florJIOUWtHHSI 3ByKa. HMeer BHA

r- + j V COSq (ro / Icos o , (3)

rAe q - yroji Me)KAY BeKTOpaMH S H Vi,j; ro - KO34xFHIU~eHT HoFJIoU1.CHHR
flPH E = H = 0 ('1; yroi 0 me)KAY BeKTO~aMH x H H AOJI)KeH yAoBjieTBopgTb

YCAOBHRM

I Cos6*>S1/VF, ICOSa I >I / X. (4)

TaKHM o6pa3oM,, KO3'4XjHI1HeHiT YCHj1eHH11 3BYKa 11PH HaJIH4HH C.HJ~bHoI'o
marHHTHOrO floji5 mo)KCTr 6b1dm B OTHoU1eHHH vp/s 6olbtu~e, siem B ero OTCYTCTBHe.
BoJqbwHe 110 a6coJIOTHOAl BCJHIMHH 3H8aqeHHSI K034*"IHeHTa: r B YI0HH1LHnIC
IIO3BOJISIOT HcflOJlb3OD8Tb 3ToT S4XjeKT He TOJ~bKO Ajiml YCHjieHH%1.. HOai reSIFHePH -

po~aHHll YJlbTp~a3BYKa BbECOKHX. 'aCT'OT.
-C~eAye'r 3aMeTHTb, 'am BO MHOrHX Cqayqaanx J1.n Bbl'aHCJIeHHSI K0i3*jHILHeHTa

r iieAocTa'rO'H() JqHHetAHoro no E npH6JIH)KeiHHq. HlpHmepaMH moryT CJIY)KHTb
cjiy~aA IIoJynIpOBOAHHKa,, KorAa CYU1.CTBCHHO Harpe~aaHe sjieKTPOHHoro ra38a
B 3J~eKTpH'aeCKom floJ1, H Cqay'aA marHHTHoro noaks, -oI-~a norjiou1.eH~le H HC-

flyCKaHHe 3BYKM8 umeeT pe3OHaHCHIAA xapaK'ep. QAH aKo 3TH; Bonlpoch BbIXOAXT
sa paMKH Hac'rosau.eA 3ame'rKH H. 6YAYT pa~ccmo'pefbl B cfele1Ha~lbHofA pa6o're.

JlCHHHrpaAcKHIA 4*HSNKO-TXNHmqeCKHA flgnmo a- pe~laKIAHIO
HHCTNTyT Iluunapaa 196,2 r.
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Linofilm'
Bidirectional Single-Pass Translation-

Against/concerning Possibility of Strengthening of

Ultrasound In Semil/hafmetals In Electric Field

R. F. Kazarlnov, V. G. Skobov

lnteraction-of/by~sound: wave with electrons of conductance in crystal brings/lists to dissipation
of/by sound energy. With this/besides essential influence on passage of sound can render
presence of external electric field E. In work Khatsona, Poppy-Fie and Uayta [1] detected
interesting phenomenon: strengthening of ultrasound in semiconductor CdS in electric field.. In
this crystal is strong piezoelectric interaction of electrons with sound. However principal
possibility of strengtheningof sound by conduction electrons in electric field does not depend on
concrete character of interaction. Effect has following nature.. In absence of electric field
electrons absodb sound energy Q). This brings/lists to appearance-of electronic acoustic current J,
proportional Qi. Therefore sound energy, absorbed electrons in unit of time, in linear along/by E
approximation/approach eat/is Q = Qi + JE. If value E such that Q < QX that takes place
strengtheningof sound by electrons.

At/during absorption of sound quantum velocity of an electron changes on magnitude hx/m

(x-wave vector of sound, m-effective mass of electron> During the time between, collisions 7
electron, receives average displacement A = hXy/m. At/during collision velocity of an electron
changes, and he/it "forgets" concerning received pulse. Therefore acoustic current

J = ehXnv/m, (1)

where &,-number of sound quanta, absorbed electrons in unit of time, e-charge- of electron.
Considering that Q) = hwv,(a-frequency of sound), will present magnitude Q in form

Q= Q(1,+X/), (2)

here vd = eE/rm-s peed of drift.,
Thus, if vectors X and v antiparallelny, but speed of drift upv~bolshe phase speed of sounds,

that absorption coefficient sound F = Q/W appears negative (W = p ,..•u 2 sVoi2-flow of energy in

sound wave, p-density of crystal, V,-him/his/it/its volume, up-peak value of displacement ir,
sound wave> This is result/investigation unequilibriumness of distribution of electrons: in
electric field. Magnitude h(w + Xv )represents average along/by distribution change of/by kinetic
energy of electron at/during absorption of sound quantum. If this magnilude negative, that
probability of emission of quantum turns bolshe probability of absorption and occurs forced
Cerenkov radiation of sound.

The most suitable crystals for strengthening of sound, apparently, are semi/halfmetals of type
of bismuth. At/during low temperatures coefficient of lattice absorption ialwisrmuth 17p relatively
small, but electronic coefficient Flo= Qt/W enough great. At the same time joule: power P = nmtjr
comparatively small, inasmuch as concentration of electrons n: and-them/their effective mass min
-bismuth small, but-- greatly.

4,I is possible to show that expression (2) for Q remains j ust and in the presence of of magnetic
field H J. E. With thIs/besidesr in case £lr>>i(fl=eH/mc: c-speed of light) speed-of drift ti equal
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I,

hallkhollovskoy speed cE/H and' directional/directed adross fields E and H, but magnitude: Qo
should be calculated takinginto account magnetic field. Turns out that in case XR«<<lXI>A.

(Rfvp In; 1= vp t, vp -speed of Fernl) expression for absorption coefficientsound has the form of
F=0( + Id/s cos ,b) Ifo/jcose I' (3)

where 0-angle between Vectors X andvd . fl-absorption coefficient at/duringE -H =0[21, angleg

between vectors X and H should/owe satisfy conditions

Icose•>s/v,, IcosG»>>l/xl' (4)

thus, amplification factor sound in the presence of of strong magnetic field can be with.respect
to vo, /s greater than in its absence. Large along/by absolute value of value of coefficient Fin

principle allow to use this effect notonly for strengthening, but for generating of ultrasound of

4 high frequencies.

* One should note that in many cases for calculation of coefficient IF insufficiently linear

along/by E approximation/approach. Examples can serve case of semiconductor, when

considerably heating of electronic gas in electric field, and case of magnetic field, when

absorption and emission of sound has resonance character. However these questions appear

for/after frarne of/by present/real note and will be considered in-special work.

Leningrad.physictechnicalimdtitwte of Academyoc~i'sdences Of.i AUSSR

Proceededin'editorialofficel7January1I9 g
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Tape No. 2154 R/89

L

Soviet racket/rocket fies to Mars

Commursication :of/by TASS

In accordance with program of researches of cosmic

space and planets of/by solar system 1 November 1962 year in Soviet

Union realized starting of space rocket in the direction planet Mars.

Similar starting is realized for the first time.

Last step or/by improved racket/rocket caryler led

out on intermediate orbit heavy artificial satellite of Earth, from aboard

of that was started space rocket on trajectory of movement to planet

Mars.

On board space rocket fixed automatic interplanetary

station "Mars-l" weight 893,5 kilogram Flight of/by automatic station

to planet Mars will be extend!continued more seven montho.

Main problems of starting of/by automatic station "Mars-
1" are.

* - effectuation of long researches of cosmic space at/

during flight to planet Mars;

-- establishment of/by interplanetary cosmic radio communicati

A._______ ____ ______ __on;______
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photographing of planet Mars with/from subsequent

transmission received photographs of surface of Mars on Earth by

radiocanals.

Switching/inclusion of/by telemetric-, measuring and

scientific apparatus is produced automatically, in accordance with

program of flight and by radioteam/commands from Iarth.

Watching for/aftor flight of/by automatic station, determination

of parameters her/it/hers/its trajectory reception on Earth of/by

scientific information are realized special measuring complex and

center of/by distant cosmic radio communication.

Preliminary results of processing of/by measuring

information, passed in koordinat snonno - calculating center, showed

that movement of/by automatic station "Mars-I" occurs along/by trajectory.

near to calculation/crew-2 November in 10 hours of Moscow time station

will is on distance 237 thousands of kilometers from Earth above point

of/by terrestial surface with coordinates 37 degrees of/by West-

longitude and 48 degrees of/by north latitude.

All apparatus, fixed. on board automatic stn ton "Mare

I", works normally.

Starting of/by automatic interplnnetary station "Mars

1" is. further/subsequent stage in study of cosmic space and planet!.

of/by solar system.

i-



APPENDIX IL. Samples of Multipass Translation

Excerpt from PRAVDA of September 7, 1960 -- Page 5

Rea 6 Coe~mmuse weua lrav ii Casey-
CXIII C0103 yJXY'wHJIK C8AK MeZA7 CBUMMM
HAPOX&MU, TOý, BepoATHO, me. 6uAo 661i Taxora
CNILIIOFo 3'3aXMHOl'O a4fTaroH3Ma N MOriAi
Obi 6blTb co3JAgH YcJIIIOUX, 'lTrO6b CRACTRI,
JIAytkx ccAqaea i% aoeHnwe Japou2UoEcTso,

Tenepi, IIo3oxiT maw paewone¶n mo.
upot 0 IIOAMHKC 203AYW11OA Paane~lc, fipa-
sojtImoAl fpaEmyeaibcTsou CMlA.

Haiue aepioe 3H&XOMCTBO C 3TRo fIOJNTX-
Kol npouowwao B To DJICMI, xorAa mb cay-
INJIN a soeNi~o-mopcicnx c~iiax CilA c 1951
no 1954 roA. B TOT nepNoAl mu 06A XSIIXC16
TexHNKAMN 110 CBI2N HA PSaamquux CTSN-
itmmx paAuonepexBsar Boeiiii@-mopcitxx exx
0111A.

Ecrni cYAHTb no NeAaBHNM SAIeMCNMI
RPABu?eJlbCTBa CUlIA, TO 0ON0 nPOBOANT DIOZE
TNKY PA3BeAhuBATefbihHQX UOJ~TOD 3AOJjb rpa-
Hmij u HaA TCPpROPmeI WOU~NmHCT~qecKN.
CTP&H .1][061 1INWb B Tewemie floCJIANXII
veriapel Xey. OuiaNcO vu XeXaex 39aauwm,
ITO noAo06Hfle nOAeTa npOBozuawNCu. Taxxe n
s nepmoA c 19J62 no* 195A rox, x0fAAL MUd
eaYXUV USa CV.HiIWM PANiuoepezaara soev-
Il0-wopCKxcwa Celm: a 3 Isucee 6Gama logo-
ramia a Iirneuii.

flepeAi uxiux ps3xeAbJB8TeAbNMM noxe-
TMu Woesuag CAMojetOB CilILAO~ aXoaTAIr-
CKXUE X CoaicuXX AAILMC5OCTO4qMMX rp9NYwu
4 XAMUWIG M 151Y1'M PAOUePe~saTu BAP
tqae cTaia~aM nocumaa~ cosemepsmeu ces-
permax wexerpsuMA c yuaaumex spevemn x

$ sIapwPYTa T2Koro nojaeva.

Ha OTHK ZT0WAiLMX MACTP4HDa3ICb Ma 'iaCTO
Th!, WflUibffefue PaXapHWuu CvANIii~nrs

Paa"AeYaON0 C709JMM, i ~ASmON ciYUOa C4-
L aerexoro C4103a XAN KOMuYHNCTNieCKOro IKU-

TAs. 4M~eoapevenew P&Aionleaeu~raropm Na-r ip~amuaucb ua vrm me 4acmou, 11Tok
OpfejejMMhb PACGOROZeiue P'GASPHUX C?3M-
iUNA.
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Excerpt from PRAVDA of September 7, 1960 -- page 5

If United States and Soviet Union improved connections between

own peoples, that, is probable, would not be such strong mutual

antagonism and could be created conditions, that means going now

for/to military productionv, are used in peaceful goals.

Now allow us to consider question about politics/policy of

air reconnaissance,. conducted by government of USA.

Our first acquaintance with this politics/policy happened in

that time, when we served in naval forces of USA with/from 1951 to

1954 year. In that period we both were communication technicians

on different stations of radio-interception of naval forces of USA.

If one judges by recent declarations of government of USA,

that it conducts po'litics/policy of reconnaissance flights along

boundaries and above territory of communist countries supposedly

only in course/current of last four years. However we desire to

declare, that similar flights were conducted also and in period

with/from 1952 along/by 1954 year, when we served on station of

radio-interception of naval forces of USA in Kamisei near Yokohama

in Japan.

Before each reconnaissance flight of military airplanes of

USA along Chinese and Soviet Fa r-Easte;rn boundaries in Kamisei

and other radio-interception station absolutely secret telegram

was sent with indication of time and route of such flight.

In showed time receiver-monitors on these stations were

tuned to frequencies, used by radar stations of reconnoitered

country, in given case of Soviet Union or communist China.

Simultaneously radio direction finders. wereý tuned. to the same

frequencies, in order toý determine location of radar- stations.

L~ ~ Ws~



Rumajian Text For.Multipaes Translation

A3To)ATmqecicmtA fepeDoA 23UHR14XIJN la plume do ma tantell

rHJxboepT B. KUmmr.

Hays xc -MCC JXeAc~aae JIIO tl uxex 14ELi~a

Bce y~mo nepeao~tfr1b C OAHcor J131U0 Ha APy1'ClD HC IH1KTo
me 3nae? 16KMM cdpa3OM 3T0 ocyzdeCTbJmaOTCE. PaIHMEP flcAXOAHtM x-
17? HAzmCTPtV~oDaTbcx,, ecJIH fepeDcRIJffh C tpammy3etxom m awrjz-~
Kmh1 apazexHe,

"I la plume de me tante"

CANN so3mcz11blt flpbpO3C ccym1CTsjIweTCX bawpzeHmem

"the pen of my aunt

JApyrot1 flepeSOJ 6yfeT BlupazexHem

my aunt's pen'.
Ilk ~ Moixo cma3aTb, '4Tc DEcp saJimTC9 IlPoCTo Dcflpc~om G6Wmaz..

A,) ~ E aCJm maOuISIHO. flepeOAti OYieT mcflozwbc~aTbCa1 AM. W4exMS, meoco6XAm-

mc ajwpadaTu~aTb bo3UoZxc, IcHee PnsineHxso woNcTPyIKLHH. CodCTneHxO
rcaopsp DbipazeHe me xCZeT flepeBOjlH'bcx, ecaw fi xcReim He AaeT-
ex, NSK'_B npa'mpaxE, ylO.3axlnx to pHwy11meB'

Ha p~yHX8 --B-! ]jzxc He ipH~wipo~aa~b Dh~azerme

"tante a la mode de Bretagne"

ueJIHKou, MlTodw JepeBoAlMfb r1PaBi5HlXc CJI0C "tante. ". HaofcpcT,
ecJH4 fepeSOAMHuK 6yfl8? paCCSOTPIHfaTb 102flc8 CilOZO OTne~lbxc, Cli
3any~aeTCE D JIBYC)BI2JlHHcCTM. W3YHKIID no aunatuuI, aarnmcm D
CiloDape AMJI MlA~O fciso CJo, yxa3wbaD?, 1ITo OC$WMj)1EL AnYCMxs.ex-

L HoC~b CyuleCTSye? Do bcex czy'iaa~x, lqcxe cancna lima, . CJ Da nplo~e
ripsJIJora "~de" Hmew M~oroMMCJIOH1Iee Dc3o3xZxie npaBMJ~bxsene-

V 30MDOA H AMJ WeRAoro M3 Hx~v flcpedcsaiioCb ow fl5aTb iiejrw commmeRMi.

OCilo" ma" omep'minae'rCn'C aoTAoM~~aotM 231OC~b1~ID, MHa cam-,L ~ ~ ~ O ox noe, cxc AaeT DaZHUtA npeAsapM'reibxuLA MMI~ K PAIren1 rPawornW-
'aecxcoro paaoopa npeA.I1cZeHKX.

Casoac "'tante " , sBimUIOCZ ToJ~bKc cyIUCT314TeJ~bKwd, He

flcAsepraeTCR AbYCMMsjieHHoCTH., ORO H3~O? pa3AqH'll.w P1'HaOHHR, ftc
ace, 1q~ome cJac~a " aunt" DIc~ple'avrcsi tozM a cCo~o CelOUSJlb-
mmx xcx~eMuTaX.

Oc~o~mo*l fpocaeIog~ nepesona EDJISOTOS pewe.RHO ADYChMWMHK
KoC~fltt4 xyleM yC'rauoDsaoxsi xomreMOra. JAnyclwacxoH~cTb pemaerCX.
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ompyzangiHmm Cxo5&mm a ceUHmmeOTH WITH npoLwirrax CJ~y'aea TmnW(-
Horo. Te1mTa,, i.e. He Han~alf~oro, JIHrDMcTarLH, '11ToOM C61HTr C
ToxI1y rnepeBoAn'lHI. Haripmmep, cjio~c "m a"I s ampazeHmm "1 mall
plume" noxiamopAeT, 14To C31030 " plume" aaazgeTcH cynteCTaHTeJb-
Him a He rijarozom. Ho cilaonolia",, aabanzreecz camo go ceoe ABY-
CMCh2J18H1WM CJIo~oM, He. oflpeAejImeT 310'(eHHE caroaa "fplume"
floToh&J '(o KoHT5(MT mor dw 6rrT~b DpaxeH~me "lii la plume",

"he plucks it -the chicken "

EcJIH mem Oioso "Plume" a o~wxHCcBeHHcm cJloaapet Haxo-
AMU, IMT owo ganaeTCX cyDmeCTBawreJbHMau KSHcKoIo PCla, Co paaHmmm
So3VbZHMMM flepeBonaum. Ha pmykme 'C" , Bwoop nepeoAcha 3a-
DBCWY CT ce10irriqecxoro xoHTelX3Ta Hi TaxoPI moHTe1MT $!BJ1BTCX,
Ha camru Aejie, cTpoze B xomnmjKEIIHM nomiSI8Ta '(em c(5wKucBeH-
Hiatt croaapib. (OAIPK, 3ame'(aem, 'To TpeThe Jlm4o enMNHCTBek-
licro 'nicB, RaCToE1imero apeusuit rJnroJs " plumer " flHIeTCX "1 plume",
H, OaKrTm(ecx~i, He BaxmqaeTCA a o(5IJcHo~eHHoM Ciroaaple, rme moIHO
ma*rm xJ1iifb MOHoHwd'ecllym (?1opW, Te.e. MISIIHMTMB " plumer".

XSJm, ex3z B~ocmTb awe impanurmb cicjioifaemii Ocpir Bcex caroB,
flOTo)1 '(TO HeBo3MOIHo pa raHw'(HTh paayMHo oZHnaemoe CT mebepcKT-
ucro W~IN Heac mzuoro. Haripmtep, onomqauHe 11 able" MoZST fipH-
coeARRAHTbCS K mmormiA riiErOJ~bHMM oox~icaNHMM, HO AodaSileHme 3Tovro
OowoxaHI4N K Caboay " plume" c C 3aeCT1M CUMWC~bM, OCTaeTCE. - n05
aorlpocom. IlepeBAo~t(Imc flof~ex HecommeR~O y~eTh pacrioB10DnaTli npm!-
CTasKm H cyftH1ob H oTJII.aTb MXC Apyr OT APYTM. Ocuosa " plum'L
MOZOT 10d8?b cJ18Ayflmm O)ioH'aHHE ff AM4opm cy1iqCTBHTOxbmoro

-eAnH~CTseHmoe '(HJIo

-s mmozecTsex~oe 'mcicJ1

H TozO. rakrcxlbxoe oxoH'(aHme

'e'- TpeTbe 31141 eAHRCTaeHWoro 'IHcjo

CopOAH ASmHH Apyrivx r-jaroxiltuux oxHqwaxHtl.

CPeAnH mX, om~ow'awHe "lerai"l A H3seCTROAl necme "Aloulette,
jo te plumeral la tote" 01o103EeT, x(To, oCHOaa xajIqeTcs ToJIbHo

rigaroaiom, a me Cy~leCT514TeJxb~hx,. M.ZnY TemM K "fe" H 11es" usm
Oyny'r pelaT b naYC Ic 318HHOCT H mezny cyi~eCT s iTro amai m raa mc 1m.

CamenoaaTexbxo, iaxaexitem a cjbonap~b acex jimraMeTH'ecxmc
eAMXIM axoAuoro R3MW0, HeLnpHmep, oCuoa, OonH'(aHHM, fipMTaBoK,
cyft4uusa, noy-MAMlOMSTH'iecmx)V BhpazexmH xaAzeTCg nepaux 3afla-
zHme 31emmHoorpa~3a. 3anariusx 31 ICKorpata xBJJesTCR paccelqewit
TOICTa a 3TH, H ToJ~h~o a 3TH xmmrMI'WTHecKme eAMHHUI4bI

8TO ocytneCTaJI~eMCE Mr4IpHIUfOM An uusMLineg TOZneCTaeH .fOCTH..
flpe~naozeuus 143 BaOJmiloro THeITa Haxon~umeeca a perMeTpe o~o3Ha,'1&-
eTCS I PHamxeYN1,"E. ftolwaTOJab HsxollI4TCX H& T0'(me yx~abma-
xiiet0 OTeONSb flpeA5aPmrej~bHoIN pa3paSOTKH TeiNCTa. T.e.,# a HImie'



pwaepe, rxepen aPTmKJeIeMla

Tenepb ncicx B exoBape flPOBCJAHrC- HEYZMA, Hc Toxbt1o C
TO'IKI1, HaXcAlMBei~k-' nPXwO 3a 3anuxEH,. P~HanmJHamwm1cE c apTHKM

l~a" . m Closaph InPwTajtbHc Pa3r~mguaweTCX D odpaTHOM 1naipasne-
RHm mt3epfMusa~mat odpa3om.

COOTaeTCTByVhIag CT.PaHma, flona3wsaeTCiS a sec-b)a yIncUmem)ilc
oopme ma PMcYiHe "" JJIHHHeVflaR ToZJ~eCTBeHROCCTb zBJImeTCX
3Aec b XIPoCTUM CJIOBOM i' m~",i caeAeHrNa CO 3TCM cJxc~e 'iwraurCg
a perICTpe, corJaC~o PW~YHtW liI(ti

4 4
i~qjio c 3a)meTMI~t 'shift, nm31wsaeT, 1ITC 4~uO.HXII1 3TOA

ianMH TO~e 4)opxajzxyeT, 'dTo coBInfleHMe TCZfleCTBSRRoCTH IAcCTH-
meeCZ Ma ABYCYK~eHHO'M caroae, UJimc twep~azI floCAe 3Tror, Do-
!e~aTexJb floJABmreTCSI Tpems (5yKnahI4 blpabo, " HRwepiaJI NBAy
cJlonaMM c'nrraeTRc OAHMM 3HE0KoM.

A ~Tenepb now'c1 a caonape. flPODoA14Tca C To'4.Gi HELXonuigePC
- ~To'iHo 3a eoJIOom "plume,, , He3asImmo OT nocJaeAyujaero OJiona,

Cm1z8M 9 m cxnoellplupart"1 . Kaz~aaa 3anw~b wmnb~maeTCa ny-
Tem nPHCTaJ~bNrco pa3-rJxAMaH~In B ocspaTHOM )mnpaDJOeHH, H0 liOA-
H oe Co3liaBeflhe ToCfleCTaeHI0cTH. AoCTtimwTC9 ToJ~bKo Alim 3a&flHCH

plumnI

flcleaaTexlb noABHr~eTCa Ter1epb '4eTUPbMf 65yxnamm anpaso,
CccrJaCHO pw-yxPy "IH". CaeAYMI3AH flomic, MJewrH~WupyeT of e e"
CjioaDo "1en"I anntzuzepea wnrepuamzou. Cjisoc 11 ma 11 H4 iCRDo

tante " paCCUSTpH~amcSg flOAOOHMM Ze capa,3oU. OAIPKOD DbwpaO-
lmme " ma tante" , munee kA~JA)THqec110e 3H&,aemHB m~Hfl&r*kH-
pyerC2 iox eJAiMIua, XoTE....
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Russian Multipass Translation

Automatic translation of language or "Ila plume de ma tante"

Gilbert W. King

Scientific research center of IBM

All know how to translate from one language into another, but
no one knows in what manner this is realized. Different approaches
can be illustrated, if one translates with/from French into English
expression

"Ila plume de ma tante".

One possible translation is realized by expression

"the pen of my aunt".

Another translation will be expression

"my aunt's pen".

It is possible to say, that choice is simply question of usage.
If machine translation is used for reading, it is indispensable to work
out least possible stilted constructions. Properly speaking, expres-
sion cannot be translatedi, if context is not given, as in examples,

showed on figure "B".

On figure "B", it-is necessary to identify expressions

"tante a la mode de Bretagne"

entirely, in order to translate correctly word "tante". On the con-
trary, if translator considers each word separately, he/it will be

confused in ambiguities. Figures, indicating entries in dictionary

for each word, indicate, that extensive ambiguity exists in all cases,

except word "ma"l. Words like preposition t"de"l have numerous

possible correct translations and for each of them, would be required

to write complete essay.

......
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A

"4 1 Word "ma" is outlined with sufficient clarity and, in fact, it

gives important preliminary key to/for solution of parsing of sentence/

proppsiiion.

Word '"tante" being only noun, is not subjected to ambiguity.

It has different meanings, but all, except word "aunt" are encountered

only in particularly special contexts.

Basic problem of translation is solution/decision of ambiguities

through establishment of context. Ambiguity is resolved by surrounding

words in seventy five per cent of cases of typical text, i. e., not written

linguists, in order to stump translator, For instance, word "ma" in

expression "ma plume"f indicates, that word "plume" is noun and not

verb. But word Illaff being by itself ambiguous word, does not deter-

mine meaning of word "plume", because context could be expression

"ii la plume", "he plucks it - the chicken".

If we look for word "plume" in ordinary dictionary, we find,

that it is noun feminine gender with different possible translations.

On figure "C" choice of translation depends on semantic context and

such context is, in fact, more severe in compilation of context than

•,, ordinary dictionary. Howeverwe notice, that third person/face of

singular of present tense of verb "plumer" is written" plume, and,

in fact, is not included in ordinary dictionary, where it is possible

to find only canonical form, i. e. , infinitive "plumer". However, it

is impossible to enter all paradigm of declined forms of all words,

because it is impossible to demarcate reasonably expected from,

improbable or impossible. Por instance, ending "able" can be

added to/for many verbal endings, but addition of this ending to/for

word "plume", with known meaning, remains in doubt. Translator

must undoubtedly know how to discern prefixes and suffixes and

differentiate them from one another. Stem "plum" can have follow-

ing endings for forms of noun

"e" -- singular
"s"l --- plural

L and also verbal ending

"" -i - third person/face of singular

among dozens of other verbal ending-s.
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Among them, ending "erai" in known song "Alouette", "je te

plumerai la tete" will recognize, that stem is only verb, and not
noun, whereas "e" and "es" will not resolve ambiguity between noun

and verb.

Consequently, inclusion in dictionary of all linguistic units of
input language, for instance, stems, endings, prefixes, suffixes,.

semi-idiomatic expressions is first task of lexicographer. Task of
lexicographer is dissection of text in these,, and only in these linguis-
tic units.

This is realized by principle of longest match. Sentence!
proposition out of introduced text found in register is designated
on figure "E". Indicator is; found on point indicating degree of pre-
liminary working out of text, i. e., in our example, before articleS' "la".

Now search in dictionary is conducted at random, but only
with/from point, found directly after entries, started from article
"la", and dictionary is scanned in backward direction exhaustively.

Corresponding page is indicated in quite simplified form on
figure "F". Longest match is here simple word "la",, and informa-
tion about this word is read in register, according to figure "C".

Number with notation "shift" indicates that function of this
entry also formulates, that match is obtained on two-letter word,

plus interval. After this, indicator is moved by thrle- characters to
the right, and interval between words is counted one sign.

Now search in dictionary is conducted with/from point, found
exactly after word "plume", independently from following, word, let
us say, on word "plupart". Each entry is tested through scanning
in backward direction, but full match is obtained only for entry "plum",

Indicator is moved now by four characters to the right, accord-
ing to figure "H". Following search identifies "e en", word "en"
being interval. Word "ma" and word' "tante" are considered in the
same manner. However, expression "ma tante" having, idiomatic

r meaning is identified as unit, though.

% .....


